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Abstract

Background:  Considering the rapid digital transformation, older adults are increasingly relying on online health
information—seeking (OHIS) to support healthy aging. However, disparities in their digital competence levels (the ability to
effectively use digital tools) and health literacy (the ability to access, understand, appraise, and apply health information) may
influence engagement in OHIS.

Objective: This paper examines the prevalence of OHIS among older adults in Switzerland and identifies their motivations,
barriers, and predictors of use. The objective is to determine key factors that promote or hinder OHIS use among older internet
users.

Methods: A cross-sectional survey was conducted with 1261 internet users aged 60 years and older living in Switzerland (mean
age 70.1, SD 7.3 years; 539/1261, 42.7% female). Descriptive analyses and hierarchical binary logistic regression models were
used.

Results. Overall, 77.6% (969/1248) of participants engaged in OHIS in their everyday lives. Subjective health status, internet
use frequency, trust in online health information (OHI), and digital competenceleve significantly influenced OHIS use. Participants
reporting good to very good health were less likely to engagein OHIS compared to thosein poorer health (odds ratio [OR] 0.496,
95% CI 0.307-0.801; P=.004). Higher likelihood of OHIS use was associated with (almost) daily versus less frequent internet
use (OR 1.550, 95% CI 1.011-2.376; P=.04), genera trust versus distrust in OHI (OR 5.784, 95% Cl 4.044-8.272; P<.001), and
advanced versus low digital competence (OR 3.108, 95% Cl 1.385-6.975; P=.006); health literacy was not a significant predictor
of OHIS use (OR 0.912, 95% CI 0.393-2.117; P=.83, excellent vs deficient [reference]). Among OHIS users (n=969), the most
common frequently indicated motivation for use (672/969, 69.3%) wasto gain abetter understanding of health conditions. Among
nonusers (n=279), the most frequently indicated barriers were difficulties in assessing the credibility of information (159/279,
57%), distrust in the effectiveness of information provided (129/279, 46.2%), and concerns about dubious providers or spam
(93/279, 33.3%).

Conclusions: Digital competence, frequent internet use, and trust in OHI are critical for OHIS engagement among ol der adults.
Programs to strengthen digital competenciesin later life and initiatives to enhance the credibility of online health resources are
essential to reduce digital disparities and support healthy aging. Notably, health literacy did not emerge as a significant factor in
OHIS use, but digital competence did, suggesting that digital competenceis most critical to OHIS use.

(Online J Public Health Inform 2026;18:€77557) doi:10.2196/77557
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Health Organization's (WHO) “Healthy Aging” [1] framework

Introduction promotes well-being in later life, emphasizing that functional
Background ability can be maintained despite health challenges. Thisrequires

physical and cognitive capacity alongside supportive physical,
social, and digital environments [2]. To cope with everyday
life, digital competence must increasingly be considered since

With a growing older population, aging presents significant
health policy and societal challenges. In response, the World
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digital competence not only is needed for using modern
technologies but aso enables digital access to health
information. Therapid digital transformation, driven by modern
information and communication technologies (eg, internet and
smartphones), is reshaping knowledge dissemination [3]. While
digita solutions enhance quality of life, health, and
independence, older adults still use them less than younger
groups [2,4]. This digital divide extends beyond access to
include disparities in digital competence and use [5]. Indeed,
many older adults face chalenges due to limited digital
competence. Effective digital health promotion requires both
access and competencies, highlighting the critical role of digital
and health literacy in using digital health services[6].

Online Health Information Seeking Among Older
Adults

Digital access is increasingly seen as a key solution for
overcoming barriers to obtaining timely health information for
older adults [4]. Online headlth information seeking (OHIS)
offers a fast and convenient way to obtain qudlitative
health-related information but poses challenges due to limited
digital competence. Older adults may struggle with navigating
sources, formulating queries, and evaluating information and
misinformation [7]. Despite greater health concerns, they engage
in OHISlessthan younger generations, partly dueto age-related
impairments and digital competence gaps and also because a
considerable share of older adults remains offline or does not
use internet-enabled devices in the first place. However, even
those who use OHI'S can benefit from improved accessto health
information, supporting healthy aging goals [8-10].

Resear ch Questions and Hypotheses

Despite attempts by previous studies [10] to identify the
determinants of OHIS in general, the prevalence, motivations,
barriers, and predictors of OHIS among older internet users
(hereafter referred to as “onliners’) remain largely unclear
[7,8,10]. This underscores the need for further investigation to
address these gaps.

The aim of this study was to examine the prevalence,
motivations, and barriers of OHIS among older onliners in
Switzerland and to identify key predictors of OHIS use.
Specifically, this study addressed the following research
questions: (1) What proportion of onliners aged 60 years and
older use OHIS? (2) What are the key determinants of OHIS
use? (3) What are the motivations and barriersrelated to OHIS
use?

Regarding the key determinants of OHIS, we proposed
hypothesis 1, which assumed that sociodemographic and
health-related factors influenced the likelihood of OHIS use.
Specifically, we expected that female participants [ 7], younger
individuals (aged 60 - 69 years) [4,11], and participants with
higher education levels[12], better financial resources[13], and
urban (or intermediate) residency [14] were significantly more
likely to use OHIS compared to their counterparts. Regarding
health-related factors, we assumed that self-reported health
status and the number of medical treatments were associated
with OHIS use. While existing evidence was mixed, we expected
that individuals with poorer self-reported health statuses [15]

https://ojphi.jmir.org/2026/1/€77557

Bachofner et al

and those with more medical treatments [16] in the past year
were more likely to use OHIS. Hypothesis 2 assumed that
behavioral and attitudinal factors—particularly the frequency
of internet use and trust in online health information
(OHI)—significantly predicted OHIS use. Specificaly,
individuals who used the internet daily [16] and those who
expressed at least some level of trust in OHI [12,17] were
expected to have a greater likelihood of engaging in OHIS.
Hypothesis 3 assumed that individual competencies played a
critical role in OHIS use. Specifically, higher levels of digital
competence [18] and health literacy [19] were expected to
increase the probability of OHIS use.

Methods

Study Design and Participants

We conducted a cross-sectional survey within the “Regional
Health Promotion in an Age-Friendly Digital World” project
with individuals aged 60 years and older living in private
households across Switzerland. Participants were sampled by
using a stratified random sampling approach using officia
address data from the Swiss Federal Statistical Office in
combination with an additional sampling from the private
address provider AZ Direct. Surveyswere carried out by Demo
Scope AG, an external Swiss pooling provider.

A total of 8311 individuals were invited by mail to participate
in the survey, which was available in the 3 official languages
of Switzerland (German, French, and Italian). Of these, 1367
(16.4% response rate) completed the survey between June 27
and August 20, 2024, either online (computer-assisted web
interviewing: n=1237) or in paper format (paper-and-pencil
interviewing: n=130). Incomplete or invalid responses were
excluded through rigorous data cleaning, resulting in 1325 valid
guestionnaires. Of these, 1261 (95.2%) respondents were
classified as onliners. For the analyses, we included only the
onliners because they had met the basic access requirement for
OHIS use.

The questionnaire was developed based on insights from our
systematic review [10] and the workshop (n=11) with older
adults, family caregivers, and professionals working at the
interface of age and health.

Ethical Considerations

The Ethics Committee Northwest and Central Switzerland
(Reg-2023 - 00727) reviewed this study and determined that it
doesnot fall under the Human Research Act (Art.2). The survey
did not collect sensitive health-related personal data, responses
were fully anonymized, and participants provided informed
consent at the beginning of the survey. No compensation was
provided to participants. As such, authorization from the ethics
committee was not required.

M easures

The dependent variable, OHIS, was measured viaasingleitem:
“In a typical week, how many days do you use websites for
getting health-related information?’ The question was adapted
with minor modificationsfromthedigital health literacy survey
instrument developed by the Health Literacy Survey 2019
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(HLS19) Consortium of the WHO Action Network on
M easuring Population and Organizational Health Literacy [20].
Response options included “more than once per day,” “once a
day,” “4 - 6 days per week,” “1 - 3 days per week,” “less than
once per week,” “1 don’t useit, but it’sinteresting,” and “| don’t
use it, and I'm not interested in it, either” For analysis,
responses indicating any frequency of use (“More than once
per day” to “Less than once per week”) were recoded as users,
while responses indicating no use were recoded as nonusers,
resulting in a binary variable (use or nonuse); this approach
followed established methods in prior research on OHIS [21].

To explain OHIS use, a range of sociodemographic,
health-related, and individual competence factors was
considered. Sociodemographic variables included sex (female
or male), age group (60 - 69, 70 - 79, and 80 - 100 years),
residence location (rural, intermediate, and urban), living
arrangement (living alone or with others), education level
(compulsory education, secondary education, and tertiary
education), and financial situation. The financial situation was
assessed through a question adapted from the Swiss Survey on
Income and Living Conditions, asking participants how difficult
it wasfor their household to make ends meet with their available
income, with responses categorized into “very difficult to rather
difficult,” “rather simple,” and “easy to very easy” [22].

Subjective health status was measured by asking participants
to rate their general health, with responses dichotomized
afterward into “very poor to mediocre” and “ good to very good”
categories. To assess the number of medica treatments,
participants were asked how often they had received medical
treatment (including from general practitioners but excluding
dentists) in the previous 12 months. The number of treatments
ranged from O to 90 (mean 7.28, SD 12.68) and was
dichotomized into “ below the mean value (of the sample)” and
“above the mean value (of the sample).” Both measures were
adapted from the Swiss Federal Statistical Office Health Survey
[23].

Frequency of internet use was measured by asking how often
participants used the internet, with responses dichotomized into
“(almost) daily use” and “less than (almost) daily use” Trust
in OHI was assessed using participants’ responses when asked
how trustworthy they found health information from theinternet,
using a question adapted from Link and Baumann [12], with
responses categorized as “rather or very trustworthy, or both
trustworthy and not” versus “rather or not at all trustworthy.”
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Health literacy, defined as the competencies to access,
understand, appraise, and apply health information in order to
make judgments and take decisions in health care, disease
prevention, and health promotion, was assessed using the
validated HLS19-Q12 instrument developed by the HLS19
Consortium of the WHO Action Network on Measuring
Population and Organizational Health Literacy and categorized
into “deficient,” “problematic,” “sufficient,” and “excellent”
levels [24]. Digital competence, defined as the ability to use
digital technologiesin acritical, collaborative, and creative way,
was measured using the DigCompSAT tool developed by
Clifford et a [25], which was adapted for this study following
the approach of Weinhold et al [26] and trandlated into German,
French, and Italian by Stiirz et al [27]. The overall score was

divided into 4 levels; “low,” “basic,” “intermediate]” and
“advanced.”

Additionally, OHIS users were asked about their motivations
for and nonusers about their barriers to using OHIS, both
assessed through multiple response options. The specific
response categories for motivations are presented in Table S2
in Multimedia Appendix 1; categories for barriers arein Table
S3in Multimedia Appendix 1.

Analytical Strategy

Statistical analyses were performed using SPSS (version 28;
IBM Corp). Descriptive analyses comparing OHI S users (n=969)
and nonusers (n=279) and their stated mativations and barriers
were conducted using chi-square tests (P values) and Cramér
V (effect size) to assess associations between categorical
variables. To identify predictors of OHIS use, abinary logistic
regression was performed, allowing for the multivariate analysis
of sociodemographic, health-related, and individual competence
factors.

Results

Sociodemographic Char acteristics of the Sample

The final study sample consisted of 1261 internet users aged
60 years and older, of whom 57.3% (722/1261) were mae
(Table1). A total of 52.8% (666/1261) wereaged 60 - 69 years,
with the overall mean age being 70.1 (SD 7.3) years. Most
participants lived in urban areas (718/1261, 57%), and the
majority did not live alone (936/1228, 76.2%). Regarding
educational attainment, 57.5% (714/1242) had completed
secondary school, and 36.9% (458/1242) held atertiary degree.
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Table. Sample characteristics (N=1261) among participants aged 60 years and older who use the internet (onliners, aged 60 years and older).

Sample, n (%)

(Registered) sex

Female 539 (42.7)

Male 722 (57.3)
Age groups (years)

60 - 69 666 (52.8)

70-79 438 (34.7)

80 - 100 157 (12.5)
Residence location

Rural 265 (21)

Intermediate 278 (22)

Urban 718 (57)
Living arrangement

Living aone 292 (23.8)

Not alone 936 (76.2)

No information 33
Education

Compulsory 70 (5.6)

Secondary school |1 714 (57.5)

Tertiary level 458 (36.9)

No information 19
Financial situation

Very difficult to rather difficult 236 (19.5)

Rather simple 334 (27.6)

Easy to very easy 639 (52.9)

No information 52
Subjective health status

Very poor to mediocre 294 (23.5)

Good to very good 959 (76.5)

No information 8
Number of medical treatments

Below the mean value 910 (75.9)

Above the mean value 289 (24.1)

No information 62

Financial situation wasdescribed aseasy tovery easy by 52.9% Use of OHIS

(639/1209), rather simple by 27.6% (n=334), and rather to very
difficult by 19.5% (n=236). Most participants reported good to
very good health (959/1253, 76.5%). The number of medical
treatmentsin the previous 12 months ranged from 0 to 90; 75.9%
(910/1199) were below and 24.1% (289/1199) above the sample
mean (mean 7.28, SD 12.68). Table 1 provides the sample
characteristics.
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Among onliners aged 60 years and older, 77.6% (969/1248)
reported engaging in OHIS, while 22.4% (279/1248) did not.
OHIS use was more frequent among female users (429/534,
80.3%) than male users (540/714, 75.6%), and this difference
was dtatistically significant. Age differences were aso
significant, with the highest OHI'S use among participants aged
60 - 69 years (531/658, 80.7%), compared to 70 - 79 years
(320/434, 73.7%) and 80 years and older (118/156, 75.6%).
Education level showed a significant association with OHIS
use, with the highest use among those with tertiary education
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(384/455, 84.4%) compared to secondary (523/707, 74%) and  No significant bivariate associations were observed for residence

compulsory schooling (49/68, 72.1%). location, living arrangement, financial situation, subjective
health status, or number of medical treatments. See Table 2 for
full distributions.

Table. Characteristics of online health information seeking (OHIS) users (n=969) and nonusers (n=279) among participants aged 60 years and older
who use the internet (onliners, aged 60 years and older).

OHIS user (n=969), n (%)  OHISnonuser (N=279), N cramér V@ P vaue
(%)

(Registered) sex 0.056 .048
Female 429 (80.3)° 105 (19.7)
Male 540 (75.6) 174 (24.4)

Age groups (years) 0.079 .02
60 - 69 531 (80.7) 127 (19.3)
70 - 79 320 (73.7) 114 (26.3)
80 - 100 118 (75.6) 38 (24.4)

Residence location 0.043 31
Rural 201 (76.4) 62 (23.6)
Intermediate 206 (74.9) 69 (25.1)
Urban 562 (79.2) 148 (20.8)

Living arrangement 0.032 27
Living aone 219 (75.5) 71 (24.5)
Not alone 728 (78.6) 198 (21.4)

Education 0.123 <.001
Compulsory 49 (72.1) 19 (27.9)
Secondary school 11 523 (74) 184 (26)
Tertiary level 384 (84.4) 71 (15.6)

Financial situation 0.048 .25
Very difficult to rather 174 (74) 61 (26)

difficult
Rather simple 261 (78.9) 70 (21.1)
Easy to very easy 501 (79.1) 132 (20.9)

Subjective health status 0.047 .10
Very poor to mediocre 237 (81.2) 55 (18.8)
Good to very good 726 (76.6) 222 (23.4)

Number of medical treatments 0.001 .98
Below the mean value 701 (77.5) 203 (22.5)
Above the mean value 222 (77.6) 64 (22.4)

3Reported Cramér V values with corresponding P values indicate the strength and significance of group differences.
bPercentag% are calculated within subgroups (users vs nonusers).

. age, education, financial situation, residencelocation, and living
Pr (.adlct.or S. of .QH 1S . _ . _ arrangement) and health-related (subjective health and number
Toidentify significant predictorsof OHIS, 3 hierarchical binary  of medical treatments) factors (model 1), internet use and trust

logistic regression models were conducted. These models in OHI (model 2), and individual health literacy and digital
sequentially examined the effects of sociodemographic (sex, competence (model 3; Table 3).
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Table. Binary logistic regression® models predicting online health information seeking (OHIS) use among onliners aged 60 years and ol der (n=1043)
across sociodemographic and health-related factors, internet use and online health information (OHI) trust, and individual competenceb.

Predictors Model 1: sociodemographic and health- Model 2: model 1 factorsplusinternet Model 3: model 2 factors plus digital
related factors use and OHI trust competence and health literacy
ORC (95% Cl) P value OR (95% CI) P value OR (95% CI) P value
(Registered) sex
Male Reference Reference Reference Reference Reference Reference
Female 1.369(0.981-1.912) .06 1.295(0.902-1.860) .16 1.409(0.972-2.043) .07
Age groups (years)
60 - 69 Reference Reference Reference Reference Reference Reference
70-79 0.696 (0.498-0.972) .03 0.757(0.527-1.088) .13 0.782(0.540-1.132) .19
80 - 100 0.989(0.424-1.122) .13 0.790(0.465-1.343) .38 0.884(0.512-1.524) .66
Residence location
Rural Reference Reference Reference Reference Reference Reference
Intermediate 1.020(0.641-1.621) .94 1.032(0.625-1.706) .90 1.010(0.607-1.681) .97
Urban 1.094(0.740-1.618) .65 0.998(0.652-1.528) .99 0.983(0.638-1.514) .94
Living arrangement
Living alone Reference Reference Reference Reference Reference Reference
Not aone 1.271(0.876-1.844) .21 1.325(0.886-1.982) .17 1.319(0.877-1.982) .18
Education
Compulsory Reference Reference Reference Reference Reference Reference
Secondary 1.115(0.566-2.196) .75 0.943(0.442-2.009) .88 0.748(0.346-1.619) .46
school 11
Tertiary level 1.994 (0.964- .06 1.353(0.601-3.050) .47 0.996(0.432-2.293) .99
4.1259)
Financial situation
Very difficultto  Reference Reference Reference Reference Reference Reference
rather difficult
Rather smple  1.356(0.860-2.138) .19 1.332(0.813-2.182) .26 1.310(0.794-2.162) .29
Easy to very 1.394(0.917-2.120) .12 1.381(0.873-2.186) .17 1.322(0.824-2.121) .25
easy
Subjective health status
Very poor to Reference Reference Reference Reference Reference Reference
mediocre
Goodtovery  0.537(0.344-0.837) .006 0.505(0.315-0.811) .005 0.496 (0.307-0.801) .004
good
Number of medical treatments
Below themean Reference Reference Reference Reference Reference Reference
value
Abovethemean 0.780(0.522-1.167) .23 0.753(0.488-1.162) .20 0.774(0501-1.198) .25
value
Internet use
Lessthan (a- _d — Reference Reference Reference Reference
most) daily
(Almost) daily — — — 1.970(1.321-2.937) <.001 1550(1.011-2.376) .04
internet use
Trust in OHI
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Predictors Model 1: sociodemographic and health-

Model 2: model 1 factors plus internet

Model 3: model 2 factors plus digital

related factors use and OHI trust competence and health literacy
ORE (95% C) P value OR (95% Cl) P value OR (95% Cl) P value
Rather ornotat — — Reference Reference Reference Reference
al trustworthy
OHl areratheror — — 6.026 (4.252-8.542) <.001 5.784(4.044-8.272) <.001
very trustworthy, or
both trustworthy
and not
Health literacy (HLS19-Q12)
Deficient — — — — Reference Reference
Problematic — — — — 0.733(0.400-1.346) .32
Sufficient — — — — 0.669(0.349-1.282) .23
Excellent — — — — 0.912(0.393-2.117) .83
Digital competence (DigCompSAT)
Low — — — — Reference Reference
Basic — — — — 1.811(0.990-3.316) .05
Intermediate — — — — 2.660(1.467-4.824) .001
Advanced — — — — 3.108(1.385-6.975) .006

8Dependent variable: user OHIS=1, nonuser OHIS=0. For detailed statistical values (Cls), please refer to Table S1 in Multimedia Appendix 1.
bModel fit: model 1: Nagelkerke R2=O.045; )(212=30.2; P=.003; model 2: Nagelkerke R2=0.217; )(214:154.3; P<.001; and model 3: Nagelkerke R2=0.234;

X20=167.4; P<.001.
COR: odds ratio.
Hhe predictor was not included in the respective model.

Model 1 (Nagelkerke R?=0.045; X?,=30.2; P=.003) was
statistically significant and revealed that only age was a
significant predictor within the sociodemographic variables.
Participantsaged 70 - 79 yearswere significantly lesslikely to
use OHIS compared to those aged 60 - 69 years (odds ratio
[OR] 0.696, 95% CI 0.498-0.972; P=.03). Notably, no
significant difference was observed between participants aged
80 - 100 years and those aged 60 - 69 years (OR 0.989, 95%
Cl 0.424-1.122; P=.13). In contrast, other sociodemographic
factors that were significant in the bivariate analysis—sex and
education level—did not retain significance in the multivariate
model. Besides age, subjective health was also a significant
predictor. Participants who rated their health as good to very
good were lesslikely to use OHIS compared to those with poor
to mediocre health (OR 0.537, 95% CI 0.344-0.837; P=.006).
Conversely, the number of medical treatments in the previous
year showed no significant association with OHIS engagement
(OR 0.780, 95% CI 0.522-1.167; P=.23). Theseresults provide
mixed support for hypothesis 1.

Model 2 (Nagelkerke R?=0.217; x?,,=154.3; P<.001) introduced
internet use frequency and trust in OHI as predictors. The
analysis revealed that both factors were significant predictors
of OHIS use, providing full support for hypothesis 2.
Participantswho reported using theinternet (almost) daily were
nearly twice aslikely to use OHIS compared to those who used
it less frequently (OR 1.970, 95% CI 1.321 - 2.937; P<.001).
Additionally, participants who perceived OHI asrather or very
trustworthy, or both trustworthy and not, were over 6 times

https://ojphi.jmir.org/2026/1/€77557

more likely to use OHIS than those who distrusted OHI (OR
6.026, 95% Cl 4.252 - 8.542; P<.001). Notably, the previously
significant effect of age became nonsignificant after including
these 2 model 2 variables (OR 0.757, 95% Cl 0.527-1.088;
P=.13).

Model 3 (Nagelkerke RP=0.234; x2,,=167.4; P<.001) added
health literacy and digital competenceto theanalysis. Compared
to adults with low digital competence levels, those with
intermediate competence were more than twice aslikely to use
OHIS (OR 2.660, 95% CI 1.467 - 4.824; P=.001), and those
with advanced competence were over 3 times more likely (OR
3.108, 95% Cl 1.385 - 6.975; P=.006) to use OHIS. In contrast,
health literacy was not a significant predictor. Additionally,
subjective hedth status, daily internet use, and trust in OHI
continued to be significant predictorsin model 3.

The model’s explanatory power increased with each step, as
indicated by the rising Nagelkerke R?, from 0.045 in model 1
to 0.234 in model 3. This progression highlights how the
inclusion of internet use, trust in OHI, and digital competence
substantially improved the model’s ability to predict OHIS use.

Motivationsfor OHIS

Among the 969 OHIS users, the most commonly indicated
reason for use was to gain a better understanding of certain
health conditions or illnesses (672/969, 69.3%), followed by
learning about medications and their possible side effects
(538/969, 55.5%) and searching for treatment options or
therapies for specific health problems (528/969; 54.5%; Table
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4). Additionally, searching for alternative or complementary
medical approaches (424/969, 43.8%) and seeking information
out of general interest (402/969, 41.5%) were notable
motivations. Fewer participantsindicated using OHISto obtain

Bachofner et al

asecond opinion (180/969, 18.6%) or for other reasons (9/969,
0.9%; eg, assisting family members and searching for
information when health professionals are unavailable).

Table. Motivationsfor engaging in online health information seeking (OHIS) among OHI S users (n=969) within the onliner population (aged 60 years

and older), including chi-square tests for sex and age differences™.

Motivation Total, n (%) Male, n (%) Female, n (%) Chi-square 60 - 69 years, 70 - 79years, 80 - 100 Chi-square
(multiple re- test for differ- n (%) n (%) years, n (%) test for differ-
sponse op- encesinsex, P encesinage, P
tions) value value
Understanding 672 (69.3) 372 (68.9) 300 (69.9) .73 370 (69.7) 216 (67.5) 86 (72.9) 54

health condi-

tions

Medications 538 (55.5) 284 (52.6) 254 (59.2) .04 268 (50.5) 197 (61.6) 73 (61.9) .002

and side ef-

fects

Treatment op- 528 (54.5) 262 (48.5) 266 (62) <.001 274 (51.6) 190 (59.4) 64 (54.2) .09

tions or thera-

pies

Alternativeor 424 (43.8) 192 (35.6) 232 (54.1) <.001 239 (45) 139 (43.4) 46 (39) 49
complemen-

tary medicine

Just out of in- 402 (41.5) 233 (43.1) 169 (39.4) 24 241 (45.4) 112 (35) 49 (41.5) .01

terest

Second opin- 180 (18.6) 118 (21.9) 62 (14.5) .003 89 (16.8) 63 (19.7) 28 (23.7) .18

ion

Other reasons 9 (0.9) 8(15) 1(0.2) N/AC 4(0.8) 3(0.9) 2(L7) N/A

3Detailed effect sizes (Cramér V) and full answer options from the survey are reported in Table S2 in Multimedia Appendix 1.

bSorted by total.

°N/A indicates that no cal culation was performed because cells had a frequency of fewer than 5.

Sex differenceswere significant for several motivations. Female
participants were more likely than male participants to search
for information on treatment options or therapies (266/429, 62%
vs 262/540, 48.5%), aternative or complementary medical
approaches (232/429, 54.1% vs 192/540, 35.6%), and
medications and side effects (254/429, 59.2% vs 284/540,
52.6%). Conversely, male participants were more inclined to
search for asecond opinion (118/540, 21.9% vs 62/429, 14.5%).

Significant age-related differences also emerged. Older
participants, particularly those aged 70 - 79 (197/320, 61.6%)
and 80 - 100 years (73/118, 61.9%), were more likely to seek
information about medications and side effects compared to the
60 - to 69-year age group (268/531, 50.5%). In contrast,
younger participants (aged 60-69 years) were more likely to
search for OHI out of general interest (241/531, 45.4%) than
older groups.

https://ojphi.jmir.org/2026/1/€77557

Barriersto OHIS

The most commonly indicated barrier to use among OHIS
nonusers was difficulty assessing the credibility of information
(159/279, 57%), followed by distrust in the effectiveness of the
information provided (129/279, 46.2%), concerns about dubious
providers or the risk of spam and advertising (93/279, 33.3%),
lack of experiencewith searching for information on theinternet
(87/279, 31.2%), and challenges related to technical or
difficult-to-understand language in health information (46/279,
16.5%; Table 5). Fewer participants indicated barriers such as
lack of support in using digital services (20/279, 7.2%), negative
past experiences with online searches (17/279, 6.1%), physical
limitationswhen using digital devices (10/279, 3.6%), and other
reasons (51/279, 18.3%, eg, outdated or unclear publication
dates and lack of personal interest in health information). Sex-
or age-related differences did not attain statistical significance
for any of the barriers.
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Table. Barriersto engaging in online health information seeking (OHIS) among OHIS nonusers (n=279) within the onliner population (60 years and

older), including chi-square tests for sex and age differences™.

Barriers(multi-  Total, n (%) Male, n (%) Female, n (%) Chi-square 60 - 69 years, 70 - 79years, 80 - 100 Chi-square

ple response test for differ- n (%) n (%) years, n (%) test for differ-

options) encesinsex, P encesinage, P
value value

Credibility 159 (57) 96 (55.2) 63 (60) 43 71 (55.9) 64 (56.1) 24 (63.2) 71

Distrust 129 (46.2) 84 (48.3) 45 (42.9) .38 61 (48) 51 (44.7) 17 (44.7) .86

Dubiousoffers 93 (33.3) 60 (34.5) 33(31L4) .60 47 (37) 39(34.2) 7(18.4) 10

Lack of experi- 87 (31.2) 56 (32.2) 31(29.5) .64 32(25.2) 38(33.3) 17 (44.7) .06

ence

Technical lan- 46 (16.5) 31(17.8) 15(14.3) 44 20 (15.7) 20 (17.5) 6 (15.8) .93

guage

Lack of sup-  20(7.2) 12 (6.9) 8(7.6) .82 8(6.3) 8(7) 4(10.5) N/AC

port

Negativeexpe- 17 (6.1) 12 (6.9) 5(4.8) A7 10(7.9) 4(3.5) 3(7.9 N/A

riences

Physcd limita 10 (3.6) 4(2.3) 6(5.7) N/A 3(24) 5(4.4) 2(5.3 .59

tions

Other reasons 51 (18.3) 30(17.2) 21 (20) .56 20 (15.7) 23(20.2) 8(21.1) .60

3Detailed effect sizes (Cramér V) and full answer options from the survey are reported in Table S3 in Multimedia Appendix 1.

bSorted by total.

°NI/A indicates that no calculation was performed because cells had a frequency of fewer than 5.

Discussion

Principal Findings

The study findings revealed that OHIS occurred widely among
older adults in this demographic, with 77.6% (n=969) of older
onliners using OHIS. This aigns with prior research
demonstrating high engagement with digital health resources
among older adults [28]. Notably, no significant difference in
OHI S engagement was found between individualsaged 80 - 100
years and the younger age groups, although a drop in use was
observedinthe 70 - to 79-year age group compared to the 60 -
to 69-year group. This suggests that the oldest age group may
have adapted to digital tools similarly to younger older adults
[4]. One potentia explanation for this negligible discrepancy
may be that the younger age group (60-69 years) was more
inclined to experiment with technol ogy and explore digital tools,
consequently resulting in higher OHIS use. In contrast, the
oldest group (80-100 years) may be more predisposed to seek
information online for health reasons [29]. Furthermore, this
study revealed a marginally elevated propensity among female
participants to use OHIS, aligning with the extant literature
suggesting that female participants exhibit a heightened
propensity to proactively seek health-related information [7].

Education emerged as a significant predictor of OHIS use.
Individuals with tertiary education were more likely to seek
health information online, supporting the theory of the digital
divide, where higher education correlates with better digital
competence and greater access to online resources [5].

In the multivariate analysis, the effects of education, sex, and
age lost statistical significance. This suggests that, while these
sociodemographic factors may initially appear associated with

https://ojphi.jmir.org/2026/1/€77557

OHIS use, their explanatory power diminishes when health,
behavioral, and competence-related variables, such as subjective
health status, digital competence, and trust in OHI, are
considered. This pattern aligns with previous findings that
highlight the centrality of these more proximal determinants
[21]. This highlights the importance of broader structural and
individual determinantsin shaping OHIS use.

Markedly, individuals with poorer self-reported health statuses
were more likely to use OHIS, supporting findings that health
concerns drive proactive information seeking [30]. However,
the number of medical trestmentswas not associated with OHIS
engagement, suggesting that health care use alone does not
motivate OHIS. Instead, sufficient information from health care
providers may reduce the need for additional online searches,
while other providers may encourage OHIS use [16].

The predictive role of digital competence was shown within
our analyses; people with higher levels of digital competence
were more often within the group of OHIS users. A higher level
of digital competence can facilitate the ability to search for OHI,
while those with low competence levels remained disengaged,
despite internet access, underscoring that mere access is
insufficient for effective use [6,18].

Moreover, regular use of the internet also predicted OHIS use
and can be regarded as a behavioral indicator of technological
familiarity, thereby further supporting the application of OHIS.
However, digital competence encompasses a more extensive
ability to effectively engage with digital tools across various
contexts.

Contrary to thefindings of other studies, health literacy was not
asignificant predictor of OHIS useinthisresearch [7,19]. This
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suggests that, while individuals with lower health literacy may
face challenges in comprehending and critically evaluating
health information, these difficulties do not necessarily prevent
them from OHIS engagement. The ease of access and
widespread availability of OHI may encourage use regardless
of comprehension levels. However, this raises concerns about
the potential risk of misinterpretation or reliance on misleading
information, particularly among those with lower health literacy
levels. This highlights that OHIS primarily reflects the act of
searching rather than the quality of comprehension or
application, a finding consistent with Wang et a [21], who
emphasized that instrumental factors, such as utility and trust,
are far stronger predictors of OHIS than psychological or
cognitive abilities related to processing health information. As
a result, individuals with lower health literacy may still use
OHISwithout necessarily deriving meaningful health benefits.
This underscores the need for integrated strategies that
strengthen both digital competence and health literacy to ensure
that access to information translates into informed
decision-making and improved health outcomes.

Of thevariablesincluded, trust in OHI proved to bethe strongest
predictor of OHIS use. Participants who perceived OHI as
trustworthy were significantly more likely to engage in OHIS,
underscoring the central role that perceived credibility playsin
online health behaviors. Thisfinding alignswith prior research,
which has consistently shown that trust is akey determinant in
digital health use[7,21,31,32].

Conversely, alack of trust in OHI was among the barriers most
frequently cited by nonusers. This distrust often stems from
concerns about misinformation, unreliable sources, and
commercia influences [31]. In line with previous studies,
respondents expressed apprehension regarding the credibility
of online health resources, which aligns with findings from
Shaffi and Rowley [33], who emphasized that website design,
intrusive advertisements, and complex language negatively
affect the perceived trustworthiness of OHI.

Importantly, sex and age differences indicated distinct
information-seeking patterns, with female participants more
focused on treatment-related topics and alternative medicine
and male participants morelikely to seek second opinions, while
younger participants demonstrated a broader, more genera
interest in health-related content compared to older age groups.
Therefore, digital health information should always consider

Bachofner et al

the different audiences and, if necessary, tailor its content to
specific audiences.

Implications for Practice and Policy

Enhancing digital competence through targeted training could
improve OHIS use, especialy among older adults with low
digital competence levels[7]. Public health campaigns should
build trust in OHI by promoting credible and user-friendly
digital health platforms. Addressing individual capabilitiesand
improving the quality of digital health information can help
bridge gaps in OHIS use [30]. As highlighted by Jacob et al
[34], the effectiveness of digital health interventions depends
not only on providing information but also on ensuring user
trust through privacy, security, and credibility. For offline
individuals, the challenge lies in gaining access to digital
resources. Expanding digital infrastructures and providing
accessible training are essential first steps toward enabling
digita engagement [10]. However, reliable offline health
information (eg, flyers and brochures from government health
organizations) must continue to be available to meet the needs
of those who do not engage with digital platforms.

Limitations

This study has several limitations. Asit focuses on Switzerland
alone, the generalizability of our findingsto other contexts may
belimited. The cross-sectional design preventstime comparisons
and, therefore, causal conclusions about factors influencing
OHISuse. Hence, futurelongitudinal studies should investigate
factors that influence changes in OHIS use over time.
Self-reported data, such as subjective health, may introduce
recall or social desirability bias, potentialy affecting the
accuracy of responses. Additionally, the content and quality of
the accessed hedlth information were not assessed, limiting
insights into the variance of the individual user profiles.

Conclusions

This paper highlights the significant correlation of subjective
health status, digital competence, daily internet use, and trust
in OHI with OHIS use among ol der adults. Health literacy and
sociodemographic characteristics showed no significant
correlation when examined alongside other factors. Addressing
digital competence and enhancing trust in OHI are essential for
reducing digital inequalities and empowering older adults to
manage their health more actively, thereby promoting healthy

aging.
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Abstract

Background: Lonelinessisadynamic phenomenon that can be investigated using social media and web data.

Objective: This study aims to introduce a framework for studying loneliness through social media and online data sources. A
case study is presented to demonstrate the deployment of this framework and its effectiveness in collecting and analyzing data
related to loneliness.

Methods: Our proposed framework involves collecting data from various social media and online sources. We discuss the
modalities of analyzing the collected data based on the framework’s defined purpose. The analysis was conducted using tools
such as Google Trends, the News application programming interface, X (formerly known as Twitter), Reddit, and other social
mediaplatforms. Different types of datawere categorized according to the proposed framework to understand and study loneliness
comprehensively.

Results: The results demonstrate the effectiveness of our proposed framework in collecting various types of data related to
loneliness. Tools such as Google Trends and the News application programming interface provided insightsinto lonelinesstrends
in specific regions. Social media platforms offered behavioral data on loneliness, which were analyzed using sentiment analysis
and social intelligence techniques. Correlations between loneliness and personal-emotional and socioeconomic categories were
identified through this analysis.

Conclusions: The framework and tools discussed in this paper complement psychosocial approaches to loneliness, which
typicaly rely on self-report measurements. By incorporating online data perspectives, our framework provides valuable insights
into loneliness dynamics, enhancing our understanding of this complex phenomenon.

(Online J Public Health Inform 2026;18:€59861) doi:10.2196/59861
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health informatics; loneliness informatics; loneliness theory; health effects; loneliness interventions; 1CT-based interventions;
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behavioral data

: dynamic phenomenon that is understood from multiple
Introduction perspectives and disciplines [2]. It can be studied from an
Background information and health informatics perspective. Applying data

and data science disciplinesto study health in rapidly changing
scenarios has led to the development of fields such as
infodemiology and infoveillance [3]. There is a demand for a

Loneliness has global public health consequences. Loneliness
not only affects the mental health of people worldwide but also
has consequences for physical health [1]. Loneliness is a
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framework that is based on the tools of infodemiology to study
loneliness through data sources avail able online and from social
media.

The proposed socia intelligence analysis framework for
loneliness in this paper has four parts: (1) identifying trends,
(2) monitoring the news, (3) exploring the breadth of topics,
and (4) finally analyzing the depth of topics. In the first stage,
it isimportant to know how the phenomenon being investigated
has ageneral trend. This stage gives us the overall scope of the
topic and its temporal dimensions. When the tempora
dimensions are known, we can go to the second stage of
analysis, which is to know whether the phenomenon is getting
coverage in a specific geographical area. Thethird stage of the
analysisisto use social media data to analyze the correlations
and associations of the phenomenon in the geographical area.
This part can focus on the breadth or the variety of related topics
and correlations. The fourth stage, which can compound the
third stage, is to provide details on the topics and correlations
of the phenomenon.

This paper aims to provide a demonstration through data
collection and data analysis according to the proposed
framework. Social media and online sources can help us
understand the prevalence of loneliness to devise
technol ogy-based and community-oriented strategiesto address
it. While technology may have resulted in a fragmented and
individualized existence, it can also be a great healer. Therise
of social media has transformed the way in which we interact
with others, offering new opportunities for social connection
and communication. Loneliness is a common experience that
can have negative effects on mental and physical health, and
social media use has been implicated as a potential contributor
to loneliness [4]. Governments such as Japan and the United
Kingdom have designated positions dedicated to loneliness. In
response to rising concerns about social isolation, particularly
among older adults and young people, Japan appointed a
Minister of Lonelinessin 2021 [5]. As can be seen, in addition
to piquing the interest of scholars, with the engagement of
governments, loneliness has become a component of public
health.

Objectives

The proposed framework uses Google Trends, the News
application programming interface (APIl), and data from X
(formerly known as Twitter) and Reddit under the
interdisciplinary field of infodemiology. Further studies and
discussions in infodemiology can be found in the works by Jia
et al [6], Eysenbach [7], and Yu et a [8]. We make adistinction
between web and social media sources because socia media
sources are self-reported and can provide an intimate and
personal perspective. By web sources, we mean sources other
than social media. Although the main focus of this work was
on the United States, country-specific filtering can be used for
Google Trends, the News APIs, and X data. The Reddit API
does not provide the data for a particular country, so Reddit
data on loneliness only includes worldwide posts. Thisis one
of thelimitations of this demonstration of the social intelligence
analysis framework. Nonethel ess, Reddit data can still provide
useful insightsfor the study of loneliness. We used the sentiment
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intensity analyzer contained in the Natural Language Toolkit
(NLTK; Team NLTK) and Vaence Aware Dictionary and
Sentiment Reasoner (VADER) [9] from the NLTK for various
analysesin this study.

Thisstudy aimsto introduce aframework for studying loneliness
through social media and online data sources. The framework
isimportant to understand loneliness using data available online
and to complement the theoretical and psychosocial
understanding of loneliness.

Methods

Overview

Most researchers in the fields of sociology, public health, and
psychology have studied loneliness using the University of
Cdlifornia, Los Angeles (UCLA), Loneliness Scale [10-12].
The UCLA Loneliness Scale is a measuring instrument
developed by Russell [13] at UCLA. It isan essential instrument
for assessing subjective perceptions of loneliness. The scale
comprises 20 items. The UCLA Loneliness Scale investigates
various dimensions of loneliness involving social isolation,
relational quality, and self-reliance. Its core domains—social
connectedness, relational connectedness, and
self-reliance—investigate the availability and depth of socia
interactions and assess an individua’s capacity to manage
loneliness. It has been broadly used in psychological research,
specifically in assessing the effects of loneliness on mental
health and social behaviors across diverse demographic groups.
The UCLA Loneliness Scale is a valued quantitative measure
[13]. The proposed framework provides acomplete assessment
of loneliness, helping to identify, recognize, and theoretically
address feelings of isolation, thereby generating discussions
about social associations and guiding possible interventions to
alay loneliness.

The UCLA Loneliness Scaleis a set of questions, whereas our
framework collects behavioral information and unstructured
text data, in addition to other online data, to understand
loneliness. For the sake of brevity, adetailed explanation of the
proposed framework is not included in this paper.

Proposed Framework

The proposed socia intelligence analysis framework for
studying lonelinessleverages awide range of datasourcesfrom
across the web and social media, addressing the challenges of
extracting meaningful information from the overwhelming
volume of available online content. Traditional measures of
loneliness, such asthe UCLA Loneliness Scale, have long been
used in scientific and psychosocial research to assess
individuals' subjective feelings of socia isolation, well-being,
and connection to others. However, these measuresrely heavily
on self-reported survey data, which while valuable, only capture
loneliness in controlled, specific contexts. In contrast, the
proposed framework uses real-time, publicly available online
data to offer a more dynamic and expansive perspective on
loneliness as it naturally occurs in society. The framework is
divided into four key parts: identifying trends, following the
news, analyzing the range of topics, and examining the depth
of discussion.
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In the first stage, identifying trends, Google Trends is used to
track the frequency with which people search for
loneliness-related terms over time. This tool alows for the
analysisof temporal patternsin public interest, offering insights
into the external factors—such as societal events, economic
downturns, or health crises—that may cause fluctuations in
loneliness. For example, spikesin searchesfor loneliness-related
terms might coincide with lockdowns during the COVID-19
pandemic, indicating increased public concern. In addition,
Google Trends provides regional data on where these searches
originate, helping researchers and policymakerstarget resources
and interventions to the areas most affected by loneliness.
Google Trends also offers related search queries, enabling the
discovery of connected terms such as*lonelinessin older adults’
or “loneliness and mental health,” which can guide further
research and exploration.

The second stage, following the news, involves analyzing news
articles using news APIs, such as the News API, Google News
API, and Bing News Search API. News coverage of loneliness
reflects broader societal interest and how lonelinessis framed
and discussed in the media. By examining trends and patterns
in news reporting, researchers can gain insightsinto the causes,
consequences, and public perceptions of loneliness. Media
coverage often highlights demographic variations, such as the
loneliness of older adults or teenagers, and reveals how
lonelinessis discussed within the context of mental health, social
isolation, or public health crises. News stories often feature
personal experiences, providing a deeper look into how
loneliness affectsindividuals. In addition, news analysisallows
researchers to monitor how public awareness of loneliness
evolves and how mediaframing might influence public attitudes
or contribute to the stigma surrounding loneliness.

Inthethird stage, analyzing the range of topics, the focus shifts
to social media platforms, particularly X, where users express
their personal feelings and opinions in real time. Through
keyword searches and sentiment analysisof X data, researchers
can observe the range of experiences and emotional responses
associated with loneliness. The short-form, real-time nature of
posts on X allows for the collection of self-reported loneliness
experiences, capturing personal, emotional, and psychological
aspects of the phenomenon. Furthermore, the wide range of
topics and hashtags related to loneliness can help researchers
understand the broader social, economic, and political factors
influencing loneliness, providing a more diverse understanding
of theissue.

Finally, in the fourth stage, examining the depth of discussion,
platforms such as Reddit provide a more in-depth exploration
of loneliness through longer, more detailed posts and
discussions. Reddit users often engage in communities, or
subreddits, dedicated to specific topics, such asr/loneliness or
r/depression, where they share personal experiences and seek
advice. Thisdetailed, often anonymous sharing allowsfor more
honest and comprehensive insights into the complexities of
loneliness. The depth of these discussions makes Reddit a
valuable tool for uncovering the more nuanced, persona
dimensions of loneliness, particularly its emotiona and
psychological impacts. Reddit's forum-based structure also
allows researchers to track the evolution of discussions over
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time and identify recurring themes and subtopics, contributing
to a deeper understanding of loneliness.

Demonstrating the Proposed Framework

In the initial implementation of the framework, the aim is to
gain an understanding of the underlying patterns associated with
the phenomenon under investigation. Thisinitial stage provides
a comprehensive view of the topic and its temporal aspects.
Oncethesetemporal dimensionsare determined, we can proceed
to the second stage of analysis, which involves assessing
whether the phenomenon is receiving attention within specific
geographic regions. Thethird stage of the analysisentailsusing
social media data to explore the relationships pertaining to the
phenomenon within these geographical areas. This stage can
either focus on the diversity and the broad spectrum of the
associated topicsand correlations or delveinto specific aspects.

Building on the insights gained in the third stage, the fourth
stage involves a more in-depth examination of the topics and
correlations associated with the phenomenon. In the following
sections, wewill explain each of these stagesin detail, outlining
the tools and methodol ogies that will be used to facilitate their
execution.

This paper aims to demonstrate the socia intelligence analysis
framework through a case study in which data on loneliness
were collected from online data sources. Themajor contributions
of this paper are asfollows: (1) demonstrating how data can be
collected in an organized way and how to analyzethem to gain
meaningful insights about the nature of loneliness, (2)
demonstrating how different online and social media data
sources can provide varied information on the dynamic and
changing nature of loneliness, and (3) categorizing the themes
and topics associated with loneliness into socioeconomic and
personal-emotional or other relevant categories from the data
collected and processed through the social intelligenceanalysis
framework.

Data Collection

Asthisframework involvesfour different data sources, the data
collection for each data source followed the specifics of the
associated API and the rules of the data source. The datasources
were Google Trends, the News API, X, and Reddit. First, data
from Google Trends were collected for the year 2022. The
dashboard of Google Trends allowsfor searching for aparticular
country using keywords, aswell as searching for aspecific year.
For the news analysis, we used the News API in Python (Python
Software Foundation). The datawere collected for the keyword
“loneliness’ in the United States. On the basis of the data
collected in this stage, the analysis could focus exhaustively on
specific cities or countries to collect more data about them.
However, we did not want to limit the search to one specific
country to alow for the collected datato be a proof of concept.
The collected data on X were merged based on location, user
ID, and post ID to identify posts from the United States. The
total number of posts was 100,000. The words “lonely,”

“loneliness,” “aone,” “isolated,” and “isolation” were used to
retrieve the posts.

The Reddit data collection methodology is relatively
straightforward. Reddit isaforum-based social mediaplatform
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where people post about a topic on a subforum dedicated to it.
These subforums are called subreddits. The Reddit API provides
access to individual subreddits to download the top posts on a
topic, which is determined by the number of upvotes and other
parameters of engagement. The posts from the r/loneliness
subreddit were collected through the Reddit API. The
r/loneliness subreddit has 13,000 members who can post and
comment in this subforum. Reddit has its own agorithm for
giving scores (ie, higher visibility to posts), which also contains
input from other usersin the form of upvoting.

We collected the top 2000 posts from the r/loneliness subreddit
with all their comments. The comments varied for each post,
both in number and size. It is worth noting that some of the
comments were of the same length or even longer than the

Shah et a

original posts. Thus, the comments constituted valuable data
on loneliness. In total, more than 2000 individual texts were
analyzed, which was estimated by multiplying the posts by the
average number of comments per post. While some posts did
not have comments, the maximum number of comments for a
single post was 55. The average number of commentswas4.51,
and the total number of comments was 8570. When combined
with the posts, this resulted in more than 10,000 unique texts
or personal expressions of lonelinessfrom Reddit. We analyzed
both the posts and the comments to determine the frequency of
occurrence of words to locate the correlations of topics and
themes with loneliness. The flowchart in Figure 1 shows the
details of the data collection and analysis process used in this
study.

Figure 1. Loneliness framework flowchart. API: application programming interface; NLTK: Natural Language Toolkit; VADER: Vaence Aware

Dictionary and Sentiment Reasoner.
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X Data Analysis

We collected a particular number of X posts using keywords
related to loneliness. If wereported all the X poststhat contained
feelings of loneliness, we would not have required a further
stage, but the question here is how the expression of loneliness
can imply negative consequences, such as mental health
problems. In that case, the problem becomes determining the
association or correlation between themes (which may represent
loneliness) and keywords representing loneliness. For instance,

https://ojphi jmir.org/2026/1/e59861

we had to determine the relationship between “hurt,” “sick,”
“tired,” and “sleep” and the expression of loneliness. This task
is usually carried out by associating lexicon categories with
postsincluding the words “lonely” or “aone.”

The problem we formulate in this paper is broader in scale.
Thus, the limited scale of representative X posts had to be
interpreted in a novel way to provide meaningful insight into
loneliness. All the posts in the dataset contained keywords
representing loneliness. These data could be analyzed to find
the association between loneliness and other socioeconomic or
personal-emotional categories worldwide or for individua
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countries. Analyzing these dataisimportant to provide aglobal
picture of the determinants of loneliness and to provide a tool
for policymakersto addresslonelinessin their specific countries.
However, “lonely” or “aone” can aso be mentioned in a
nonnegative way. Using sentiment analysisand manual analysis

Figure 2. Pipelinefor processing Twitter data.

De-identification
of users

A 4

Tweet

Cleaning of data

Lonelinessin the context of mental health isanegative emotion,
which is why the sentiment analysis stage is required—to find
out how loneliness is expressed. For an analysis of loneliness
in the context of mental health, we filtered out the X postsin
which the expression of loneliness was negative. The collected
posts also contained metaphorica uses of “lonely” or
“loneliness’ that did not pertain to our use of loneliness. Such
mentions of loneliness were present in positive- and
neutral-sentiment posts. The definition of loneliness in this
paper connotes anegative feeling. Whileloneliness can also be
apositive or neutral feeling for some people or at certain times,
when it comes to its association with mental health issues, the
negative consequences of loneliness must be considered.

We conducted sentiment analysis on both news articles and X
data. The news articles were analyzed using the sentiment
intensity analyzer contained in the NLTK. The collected posts
were stored in a database, and a sentiment analysis was
conducted using VADER fromthe NLTK. VADER isalexicon
and rule-based model for sentiment analysis. Thelexicon-based
algorithm is constructed using a dictionary that contains a
detailed list of sentiment features. In addition, VADER
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of the topic and themes of negative posts allowed usto look at
the relationship between mentioning keywords representing
loneliness and negative emotions, which may ultimately be
linked to psycholinguistic features of mental well-being (Figure
2).

| Sentiment Linguistic

l

analysis analysis

List of frequency
of words

complements the lexicon-based dictionary with grammatical
rules that are heuristic in nature and used to determine the
polarity of the sentiment. Theresulting polarity of the sentiment
analysis was used as an indication of loneliness in the dataset.
For the sake of brevity, we will not go into the details of using
VADER and sentiment analysis. For interested readers, we
recommend referring to our previous work [14-16].

Reddit Data Analysis

Figure 3 shows the pipeline for processing Reddit posts. The
difference between Figures 2 and 3 is the absence of sentiment
analysis on the Reddit posts. After going over the subreddit
r/loneliness, we found that the posts were about the emotional
expression of loneliness and did not involve metaphorical or
non-sequitur uses of “loneliness.” Reddit and its subreddits are
characterized by serious engagement on the topics that the
subreddits are designed for. Therefore, no sentiment analysis
of the Reddit data was deemed important, and the posts were
analyzed using the frequency of occurrence of words to find
out the themes and topicsthat were most highly associated with
loneliness.
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Figure 3. Pipeline to process Reddit data.

De-identification
of users

Reddit post

Cleaning of data

Manual Coding and Analysis of X and Reddit Data

The authors cleaned the data before analysis. We ensured that
the X posts were deidentified by removing usernames and IDs
as part of the data cleaning process. While the data are publicly
available, we did not disclose any collected data without first
anonymizing them. Sentiment analysis was conducted after
cleaning the data, which included removing redundant
characters, numbers, special characters, users profile IDs, and
information such asreposts. For the Reddit data, direct analysis
was possible. However, posts from bots or other automated and
potentially malicious agents were not filtered out in this study,
alimitation that we plan to address in future work by removing
such posts before analysis.

We stored X posts with a negative sentiment separately for
further analysis, focusing on identifying prominent themesand
categories through manual coding. After removing stop words
and applying lemmatization to reduce word count, we generated
a compact list of word occurrences. This list was manually
analyzed to identify larger socioeconomic or emotional -personal
categories guided by the literature, athough the process
remained subjective, relying on the researchers’ judgment. For
Reddit data, we followed asimilar process, collecting posts and
comments, removing stop words, applying lemmatization, and
generating a word occurrence list for anaysis without
conducting sentiment analysis on the data from this platform.

Manual coding and analysis were used to assess expressions of
loneliness on X and Reddit objectively. This topic-based
categorization was more effective in identifying meaningful
similarities and differences. Unlike the n-gram method, which
focuses on word co-occurrence, our inductive approach alowed
themes to emerge organicaly, providing a thorough analysis
without being constrained by predefined keywords. This method,
being quantitative, avoids subjective interpretation, relying
instead on the frequency of word occurrences and their
classification into relevant categories grounded in existing
literature. The detailed analysis method and the use of sentiment
analysis for Reddit and X data can be found in our previous
work [14-16].
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News and Google Trends Analysis

The methodology used in this study involved using the News
APl tool for data analysis. The News API provides
programmatic access to a vast collection of news articles from
various sources. The dataanalysi s process began by formulating
relevant search queries and parametersto retrieve news articles
specifically related to loneliness. These parameters included
keywords such as “loneliness” The News API facilitates the
retrieval of a significant volume of news articles encompassing
different geographical regions and periods. The collected data
underwent preprocessing, including cleaning, filtering, and
removing duplicate or irrelevant articles. Subseguently,
sentiment analysis was used on the news articles. Sentiment
analysis for news articles was used for the same reasoning
explained previously for theanalysisof X posts. These analyses
aimed to identify prevalent themes, trends, and sentiments
associated with loneliness.

Google Trends provides access to a vast database of search
gueries and allows for the analysis of search interest over time
and across different regions. The data analysis process for
Google Trends began by selecting relevant keywords related to
loneliness. These keywordswere used to retrieve search interest
data from Google Trends. The retrieved data were then
processed and analyzed to identify temporal patterns, regional
variations, and related queries associated with loneliness. The
analysis involved examining trend graphs, comparing search
interests across different regions, and identifying related topics
and queries.

Ethical Considerations

All data such as usernames, tweets, quotes, etc, in the paper
have been deidentified.

Results

As the first stage involved knowing the trends, we carried out
asearch for the term “loneliness’ on Google Trends, shown in
Figure 4. We selected a longer period starting before the
COVID-19 pandemic, specifically from November 1, 2019, to
August 31, 2023. Figure 4 shows a snapshot of the trend graph
for “loneliness.” The“Note” breakpoint in the graph represents
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theimprovement to Googl €' s data collection system on January
1, 2022. The y-axis represents interest over time in the topic.
A value of 100 represents peak interest in and popularity of the
topic, whereas a value of 50 means that the term had half the
popularity. The data points were collected weekly. There was
a peak in interest in the topic on May 7, 2023, which did not
correspond to a particular event and seems to be an outlier or
an anomaly. On the other hand, the interest in the topic was at

Shah et a

higher levels during the months of lockdowns related to the
COVID-19 pandemic, peaking around the end of March 2020.
Overall, the graph showsthat theinterest in lonelinessremained
at approximately half the peak levels throughout this period.
This shows a sustained interest in the topic. Although the
number of searchesfor theterm and itsvolume are not provided,
the popularity rates provide an insight into the trends for
loneliness (or any other term) over time.

Figure 4. Google Trends chart for the term “loneliness.” The “Note” breakpoint in the graph represents the improvement to Google's data collection

system on January 1, 2022.

Mmool

Google Trends also provides Related queries for the topic. In
case of the search term “loneliness,” the related queries were
“covid loneliness,” “loneliness during covid,” “my loneliness
is killing me tiktok,” “is the cure to male loneliness” and
“surgeon general loneliness epidemic.” These terms can express
different socioeconomic, persona-emotional, or other
phenomena associated with loneliness. If further insight into
loneliness is required, these terms can be searched separately,
and the results can be compared. Google Trends a so provides
atool in which two different topics or queries can be searched.
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In the second stage, following the news, we used the News AP
in Python to retrieve news articles containing mentions of
loneliness. In total, we retrieved 956 articles. Table 1 includes
a random selection of 25 articles. We carried out a sentiment
analysis of the news articles retrieved. An overall negative
sentiment score meansthat the article discussed topics or themes
that were negatively associated with either loneliness or broader
mental health issues. The news articles with negative sentiment
scores can be read for further trend analysis.
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Table 1. A list of news articles with their sentiment analysis scores.
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Articletitle

Sentiment score

Meet The People Who Listen to Podcasts Crazy-Fast

MORABITO: Hillary Clinton Just Gave Away the Left’s playbook for censorship and oppression

The Connection Cure: 6 Ways to Beat Loneliness

Official Trailer for Babak Jalali’s ‘ Fremont’

4 Signs Trauma Has Affected Your Self-Worth

Why Historian Jill Lepore Hated Barbie

MJ Lenderman Nods to Bob Dylan on New Single “Knockin”
How Athletic Beer Won Over America

4 ways smulation training alleviates team burnout

Nessa Barrett ON: How to Overcome Loneliness

5 Ways Men Can Build Strong Connections

Gywneth Paltrow saw you from across the bar and wants you to stay with her

Album Of The Week: Ratboys The Window

What isthe ‘Joy’ in the Joy of Missing

Self checkout could be making Americans Lonelier
Leaveit to the dogs (13 Photos)

An Easy Way to Reduce Depression And Loneliness
Perils of not being attractive or athletic

Parents Are Almost as Depressed and Anxious as Teens
Bike Happy Hour, listening, and loneliness

3 Ways Teachers Can Instill Belonging in Students
Let It Be Sunday, 325!

How to Overcome Feeling Lonely and Powerless
Edinburgh Fringe: The Life and Times of Michael K

-0.766
0.681
-0.661
0.077
-0.944
-0.166
0.700
0.215
-0.681
-0.851
0.971
-0.296
0.250
0.212
0.772
-0.700
-0.968
-0.908
-0.900
0.908
0.898
0.338
-0.953
0.869

Another analysis that can be carried out on the collected news
articlesis alist of bigrams in collocations. A collocation is a
series of words that co-occur more often than would be
determined by chance. In Textbox 1, we collected the bigram
collocations (ie, acombination of 2 wordsthat occurred together
in the collected news articles). Although the list is a small
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sample and contains words that may connote difficulties
regarding loneliness, collecting bigrams in collocations can
provide a wider impression of what themes and topics are
discussed in conjunction with loneliness. This, in turn, can point
to other directions for exploring the dynamics of loneliness.
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Textbox 1. Bigram collocations.
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« “Relationship” and “loneliness’
e “Insomnia’ and “symptoms’
e “Loneliness’ and “purpose”

« “Depression” and “bitterness’
«  “Anxiety” and “disorder”

o “Isolation” and “silence”

o “Alcohol” and “misuse”’

o “Anxiety” and “loneliness’

«  “Epidemics’ and “obesity”

e« “Loneliness’ and “long”

o “Help” and “loneliness’

e “Insomnia’ and “symptoms’

For stage 3, the analysis of the range of topicsand topic analysis
was conducted on the X posts. Table 2 shows the results of
relevant themes and categories from anayzing the word
occurrence in posts, whereas Figure 5 shows a visualization of
the most dominant themes. We carried out sentiment analysis
on 200,000 posts and found that 30.7% (n=61,400) had a
negative sentiment. Table 2 breasks down the text of these

https://ojphi jmir.org/2026/1/e59861

RenderX

negative-sentiment posts into the resultant words. Posts
containing the keywords mentioned in the M ethods section were
collected. Sentiment analysis was then carried out. Sentiment
analysis differentiates between phrases and topics that carry
meaningful information on loneliness and those that use the
term in ametaphorical or non-sequitur manner.
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Figure5. Visualization of highly correlated themes obtained from X posts.
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Table 2. Words highly correlated with mentions of lonelinessin X posts. Topics are categorized under a broader thematic area.

Thematic area and topic Mentions, n
Intimate relationships
“Cheat” 1229
“Man” 6220
“Family” 3126
“Woman” 3911
“Relationship” 1917
I nter personal relationships
“Want” 13,655
“Need” 12,868
“Feel” 11,018
“Hurt” 1680
“Forgot” 1104
Social factors
“Covid” 11,313
“Die’ 8972
“Life” 5741
“Peatient” 1210
Emotional expressionsor insecurities
“Sad” 4532
“Hate” 3654
“Fat” 5463
“Anger” 1513
“Sexua” 1670
Insomnia
“Night” 3321
“Awake” 894
“Sleep” 604
“Bed” 437

The results show that most of the X posts containing keywords
associated with loneliness from the United States were neutral,
which means that they did not meaningfully contribute to the
analysis of loneliness. Before conducting the detailed analysis
of the posts on loneliness, it was important to identify uses of
“loneliness’ as a metaphor or non sequitur (ie, those posts that
would not add meaningfully to the analysis of negative
consequencesrelated to loneliness). Neutrality can also represent
the mention of loneliness in descriptive terms.

Thebasic analysis of the Reddit datafor stage 4, examining the
depth of the discussions, is provided in Table 3. We collected
the top 2000 Reddit posts from the r/loneliness subreddit with
al their comments. Thus, we analyzed more than 2000 total
individual texts. The breakup of the datainto words resulted in
more than 25,000 words. For the sake of meaningful mentions
of topics and brevity, we set a threshold of 50 topics that gave
us411 wordsto beanayzed. It should be noted that asignificant
number of these words were language constructs. Only the
words that were meaningful in terms of emotions or other
expressive qualities were included in the analysis.

Table 3. Analysis of frequency of occurrence of words in the Reddit data (N=35,057).

Words, n (%)

Words occurring >100 times

Words occurring >1000 times

611 (1.74)
78(0.22)
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In addition, we want to note that the Reddit posts on loneliness
were not specific to the United States. The posts were not
divided by country, and the Reddit APl does not allow for
country-specific downloads. Some methods provide the ability
to find the country of the post from the Reddit data, but this
involves processes that are beyond the scope of this paper [17].
Table4 and Figure 6 list and visualize the correl ations between
themes and loneliness in the r/loneliness subreddit. It can be

https://ojphi jmir.org/2026/1/e59861
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observed from the table that the themes are mostly focused on
relations and emotional expression. Because of the longer posts,
it is expected that people would have more space to open up
and expresstheir feglings. Social mediaplatforms such as Reddit
provide spaces where individuals can express their
vulnerabilities without facing backlash that can come in the
form of social ostracization.
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Table 4. Correlations of themes with loneliness in the Reddit data. Topics are categorized under a broader thematic area.

Thematic area and topic Mentions, n

Intimate relationships

“Love’ 563
“Women” 196
“Relationship” 233
“Family” 238
“Single” 111
“Friends’ 1015
Social relations
“Friends’ 172
“Girl” 110
“She” 587
“Her” 467
“People’ 146
“Onling” 106
“Meet” 237
“Person” 428

I nter personal relations

“Me”’ 2648
“He’ 101
“Yours’ 1596
“Us’ 196
“Everyone” 245
“People’ 1775
“Others’ 194

Emotional expression

“Thought” 197
“Hurt” 110
“Trying” 284
“Pain” 114
“Experience’ 105
“Remember” 101
“Understand” 268
“Feeling” 435
“Want” 941
“Need” 539
“Fed” 1904
“Wish” 229
“Care” 262
Self-focused
“" 13,604
“Mental” 119
“My” 3989
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Thematic area and topic Mentions, n
“You" 5424
Work related
“Work” 331
“Job” 117
“Tried” 190
“Time’ 105
“School” 175
Timerelated
“Life” 1608
“Year” 234
“Live” 269
“old” 145

Figure 6. Visualization of highly correlated themes obtained from Reddit posts.
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Discussion

Principal Findings

This paper demonstrates our socia intelligence analysis
framework for studying lonelinessfrom online and social media
data sources, and presents an overall picture of how a varied
topic such as loneliness can benefit from multiple levels of
analysis. In this study, we adopted a comprehensive approach,
integrating data from Google Trends, news articles, X, and
Reddit to examine the multifaceted concept of lonelinesswithin
theframework of socia intelligence analysis. The demonstration
of the socia intelligence analysis framework for loneliness
revealed interesting patterns, such as in Google Trends, and
provided the topics related to mentions of loneliness.

Analysis of Google Trends data exposed intriguing temporal
patterns in the public's interest in loneliness. We observed

https://ojphi.jmir.org/2026/1/€59861
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notable spikes in loneliness-related search queries at various
junctures, suggesting that external events, cultural shifts, or
seasona influences may significantly impact the prevalence
and perception of loneliness in society. Our examination of
news articles provided a broader contextual understanding of
loneliness. The sentiment analysis of news articles provided a
helpful tool to gather news articlesthat discussthe negative and
health consequences of loneliness.

From a psychological perspective, the increases in the Google
Trends graph indicate elevated public interest in loneliness that
can be explained as societal reactions to noteworthy or
unexpected events [13]. These events, such as the COVID-19
pandemic and the social and physical restrictionsthat followed,
made people feel more emotionally and psychologically alone.
Our sentiment analysis of news items revealed that media
coverage frequently reflectsthis elevated awareness. In addition
to reporting on these occurrences, the media aso influences
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public opinion by highlighting the psychological results of
loneliness, particularly its detrimental consequences on mental
health. This combination of social factors and psychological
reactions, as observed in media coverage and Google Trends,
highlights the multifaceted nature of loneliness[3].

The analysis of X posts and Reddit posts reveal ed associations
between socioeconomic and personal-emotional factors and
loneliness. These factors included emotion, sentiment, emajis,
and topic modeling. Thisanalysisdemonstrated that such factors
could help gather evidence and analyze interactions on the topic
of loneliness and other related topics. The first factor was
emotion, which can serve as a guide in understanding people’s
reactions. The second most common factor was rel ationships.
Other thematic areas such as health, work, self-focused topics,
and insomniarelated topics indicate the intimate nature of
loneliness.

The difference that was observed between the data from X and
Reddit (ie, stage 3 and stage 4 of the framework) was in their
diversity and extensiveness. In the X data, arange or diversity
of topics and themes could be observed. Because of the limited
character expression on X, people express their thoughts or
opinions in a compact manner; however, through analysis of
the terms used and the overall sentiment of the sentences, an
association with loneliness can be found. There can be arange
of such themesin which there are direct mentions of loneliness
in a negative context. On the other hand, Reddit data can be
useful for finding the depth of atheme associated with loneliness
(ie, what subthemes or topics under a broader category are
related to loneliness). These dataareimportant for investigating
the possible causes of loneliness. The diversity of the discovered
topics and themes from X and the depth of topics that were
found on Reddit can be used in complementary ways.

The framework delineated in this paper provides a versatile,
multistep approach to analyzing loneliness through online and
social mediadata. Beyond studying loneliness, this framework
can be expanded to explore other complex societal issues, such
as mental health conditions (eg, anxiety and depression),
misinformation, or public reactionsto crises. In addition, it can
be used for early detection of public health trends or social
phenomena by monitoring real-time data. The framework’s
capacity for sentiment analysis and topic modeling can offer
valuable insights into emotional and psychological responses,
which can be applied to devel op targeted interventions, inform
policies, or enhance public health programs.

Theresults of thisframework reveal the complex, multifaceted
nature of loneliness, highlighting its emotional, psychological,
and socioeconomic dimensions. These insights can be used in
mental health applications by enabling early identification of
lonelinesstrendsand allowing for real-time monitoring of at-risk
groups. For mental health patient care, these data can be
integrated into artificial intelligence—driven tools that
personalize interventions, offer resources, or connect patients
with support networks. It can also help inform health care
providers about socioenvironmental triggers contributing to
loneliness. Future research can incorporate more advanced
natural language processing tools and extend the use of this
framework to cross-cultural studies, improving understanding
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of how societal factorsimpact loneliness and other issues across
different populations.

The proposed framework can be used in future research
endeavors to deepen the understanding of loneliness and its
societal implications by providing a systematic approach to
analyze diverse and large-scale data from online platforms. By
capturing both temporal trends and geographic relevance,
researchers can identify key moments and regions where
loneliness spikes, enabling a more focused examination of
societal or environmental triggers. Expanding the framework
to include more detailed demographic information will allow
researchers to study how loneliness impacts specific groups,
such as older adults or the younger generations, across various
cultural contexts. In addition, the framework’s ability to
integrate multiple data sources, including social mediaplatforms,
news articles, and search trends, offers a more holistic
perspective of how loneliness is discussed and experienced at
both personal and collective levels. This could lead to a deeper
exploration of the role that socioeconomic factors, public health
crises, or policy changes play in exacerbating or aleviating
loneliness. Furthermore, the sentiment and thematic analysis
components can be refined to investigate emotional
undercurrents related to loneliness, helping uncover the
psychological and emotional dimensions of social isolation.

This framework can support the development of artificial
intelligence—driven tools for real-time monitoring and
intervention, ultimately informing policy and community-based
solutions to address loneliness more effectively. The proposed
framework could be adapted to investigate various other societal
and public health issues that are influenced by dynamic social
and environmental factors. For instance, mental health
conditions such as anxiety and depression, which often correlate
with loneliness, could be explored by tracking online discourse,
sentiment, and search patterns. The framework could also be
applied to study the societal impacts of major events such as
pandemics, economic downturns, or political crises, where
real-time social mediaanalysiscould provideinsightsinto public
emotions, coping mechanisms, and socioeconomic concerns.
In addition, issues such as misinformation, public perceptions
of health interventions, or even social phenomenasuch asdigital
addiction or climate anxiety could beinvestigated. By analyzing
data from different online platforms, researchers can gain a
more comprehensive understanding of public reactions and
trends related to these complex, evolving issues.

Limitations

While our research yielded valuable insights into loneliness
using an innovative approach, there are also some limitations.
First, our reliance on digital data sources such as X and Reddit
may introduce biases. These platforms primarily represent
individuals comfortable with sharing their experiences online,
potentially excluding those who are less active or lack internet
access. Thisisalimitation of the proposed framework that can
be overcome through in-depth interviews or surveysto provide
a more holistic understanding of individuals emotions,
motivations, and coping mechanisms.

In addition, the study’stemporal analysis of Google Trends data
lacks causality. While we identified spikes in search queries,
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determining the specific reasons behind these fluctuations
requires further investigation. Furthermore, the focus of the
study on English-language data may not fully capture the global
diversity of loneliness experiences, potentialy limiting the
generalizability of our findings. Another limitation lies in the
demonstration itself, which relied on datafrom Reddit, in which
the country cannot be specified. For a nuanced understanding
of data from Reddit, the data first need to be categorized by
region.

Conclusions

In this paper, we introduced a comprehensive framework for
analyzing loneliness through the lens of social intelligence
analysis. The framework uses datafrom diverse online sources,
including search engines, newsarticles, X, and forum websites.
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Abstract

Background: Public health data integration and automation systems are crucial for effective health care delivery and public
health surveillance. However, the factors associated with hospitals' adoption and successful implementation remain inadequately
explored.

Objective: This study aimsto examine how hospital characteristics influence the adoption of public health data integration and
automation.

Methods: We analyzed 2277 hospital s from the 2023 American Hospital Association Annual Survey and its Health Information
Technology supplement, focusing on 6 public health reporting categories. Multivariable logistic regression models were used to
examine the association between hospital characteristics and the 2 primary outcomes: active electronic data submission and use
of automated transmission processes.

Results: System-affiliated and not-for-profit hospitals demonstrated significantly higher rates of electronic data submission and
automated reporting across most categories (odds ratio [OR] 1.70 - 2.27; P<.001). Rural hospitals showed lower adoption rates
in immunization registry (OR 0.77, 95% CI 0.61-0.97), public health registry (OR 0.67, 95% Cl 0.46-0.97), and clinical data
registry reporting (OR 0.77, 95% CI 0.60-0.98). Larger hospitalswere morelikely to implement electronic reporting, with medium
and large hospitals showing stronger engagement in syndromic surveillance reporting (OR 1.52, 95% CI 1.06-2.19 and OR 2.29,
95% Cl 1.17-4.46, respectively). Teaching status was significantly associated only with clinical dataregistry reporting (OR 2.66,
95% CI 1.56-4.52 for major teaching hospitals).

Conclusions: Hospital characteristics, particularly system affiliation, ownership type, and geographic location, are strongly
associated with public health data integration and automation capabilities. Findings suggest targeted interventions are needed to
address disparitiesin smaller and rural facilities to ensure equitable advancement of public health reporting infrastructure.

(Online J Public Health Inform 2026;18:€86263) doi:10.2196/86263

KEYWORDS
public health data; data reporting; automation; active reporting; hospitals

of the American Recovery and Reinvestment Act of 2009,
dramatically fueled computerization in health care through
reimbursement incentives to adopt electronic health records
(EHRs) as a method of standardizing and enhancing
interoperability of data[3,4]. These differences reiterated that
institutional resilience and organizational readiness were more
critical than technology availability to successful adoption.

Introduction

The integration and automation of public health data have
evolved from manual record-keeping to modern digital systems
that enhance real-time data sharing and interoperability.
Automated frameworks now combine structured and
unstructured health data, improving research capabilities and
public health responsiveness. Theimplementation of Findable,
Accessible, Interoperable, and Reusable data principles has

The 2020s have seen further advancements with artificial
intelligence (Al) and machine learning technologies extending

further enhanced data use for decision-making [1]. These
innovations highlight theimportance of technology-driven data
integration in optimizing health care delivery and public health
outcomes|[2]. The Health Information Technology for Economic
and Clinical Health Act of 2009, enacted into law by Title XI1I

https:/oj phi jmir.org/2026/1/e86263

automation capabilities. Al-based software now streamlines
tasks such as drug safety compliance reporting, reducing
administrative burdens and human error [5]. Despite
technological progress, persistent challenges remain:
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interoperability gaps prevent smooth data exchange between
institutions due to diverse standards and proprietary tools [6];
regulatory requirements often fail to address structural barriers
such as system upgrade costs or personnel training needs [5];
and workforce preparedness is frequently overlooked,
particularly inlow-resource settings where staff may lack proper
training to use new technologies effectively [7].

Public reporting of hospital data, such as patient outcomes,
infection rates, and readmission rates, can drive improvements
in heath care quality by promoting transparency and
accountability. Studies have shown that hospitals participating
in public reporting programs tend to engage in quality
improvement activities more actively [8,9]. For instance, the
American College of Cardiology’s voluntary public reporting
program revealed that hospitals with higher participation rates
demonstrated better performance in cardiac care [8,9].
Additionally, the COVID-19 pandemic highlighted the
importance of standardized and automated reporting systems
to ensure timely and accurate data exchange, which is essential
for effective public health responses and leads to better health
outcomes for patients[4].

The association between public health data integration,
automation, and hospital characteristics has become akey focus
in ng reporting system effectiveness, particularly during
the COVID-19 pandemic [10]. Beyond improving health care
delivery, data integration can enhance hospitals operational
efficiency, potentially leading to higher profits and increased
patient service capacity [11]. However, the most significant
barrier to integration remains the lack of standardization in
health data norms at local, national, and international levels.
Many health data systems cannot communicate effectively,
resulting in integration challenges when patients move between
health systems[12]. Through improved dataintegration, public
health systems can better address concerns like social
determinants of health and disease monitoring for future
pandemics while enhancing patient experiences through
personalized care. While prior research has examined EHR
adoption broadly, few studies have disaggregated public health
reporting into its component categories to identify differential
adoption patterns across hospital characteristics. This study
addresses this gap by simultaneoudly examining 6 distinct public
health reporting categories and analyzing both electronic
submission engagement and automation processes as separate
outcomes. This context situates the central question of this
research: What hospital characteristics are associated with the
adoption and success of automated health reporting systems?
By identifying factors associated with successful implementation
of automated health reporting systems, the findings can inform
strategies to address disparities and improve public health data
infrastructure across different health care settings. Thisresearch
is particularly significant in light of the COVID-19 pandemic,
which exposed weaknesses in current health data systems,
especiadly regarding integration and automation [10]. A
well-integrated, automated health data system will not only lead
to improved patient outcomes and more patient-focused care
but also enhance public health decision-making at both local
and national levels[13].
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Methods

Data Source

The primary data for this study were derived from the 2023
American Hospital Association (AHA) Annual Survey and its
supplemental Health Information Technology Survey [14]. The
AHA Annual Survey provides comprehensive information on
awiderange of hospital characteristicsincluding organizational
structure, service lines, saffing, finances, and patient
populations. The supplemental Health Information Technology
Survey specifically captures detailed information about
hospitals health information technology capabilities, EHR
implementation, and public health reporting practices.

Outcome Variables

Thefirst set of outcome variables assessed the hospital’s current
stage of active engagement towards electronically submitting
datafor public health reporting across 6 categories: syndromic
surveillance, immunization registry, electronic case reporting,
public health registry, clinical data registry, and electronic
reportable laboratory result reporting. For each category,
respondents selected one of five ordinal response options
representing implementation stages: (1) actively electronically
submitting production data, (2) in the process of testing and
validating electronic submission, (3) completed registration to
submit data, (4) have not completed registration, or (5) do not
know. This variable was operationalized as a dichotomous (yes
or no) measure, with “yes’ representing hospitals that reported
actively electronically submitting production data and those
that did not (yes or no). This dichotomization approach was
used to create a clear distinction between hospitals actively
engaged in electronic reporting versus those at earlier
implementation stages or nonparticipants, consi stent with prior
AHA survey analyses examining health IT adoption [15].

The second set of outcome variables assessed the specific
processes used to transmit health data, with respondents
identifying whether their hospital utilized automated, manual,
or mixed processes across 6 reporting categories. Response
options included: (1) fully or primarily automated, (2) mix of
automated and manual processes, (3) fully or primarily manual,
or (4) do not know. For analysis purposes, the automated
reporting variable was operationalized as a binary (yes or no)
measure for each of the seven reporting categories, with “yes’
representing hospitals using fully or primarily automated
processes.

Confounding Variables

The analysis also included several hospital characteristics and
market factors that may influence public health data reporting
practices. Hospital ownership type was categorized as
government (federal and nonfederal), not-for-profit (private
hospitals with Internal Revenue Service 501(c)(3) tax-exempt
status), or for-profit (investor-owned facilities operating as
taxable business entities). Geographic location was classified
as rural or nonrura (urban) based on the hospital’s physical
setting and Rural-Urban Commuting Area codes. Hospital size
was operationalized using the total staffed bed count and
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stratified into 3 categories: small (fewer than 100 beds), medium
(100 - 299 beds), and large (300 or more beds).

System affiliation was measured as abinary variable indicating
whether the hospital was part of a larger health care system
(system-affiliated) or operated independently. Teaching status
was classified using the AHA criteria into nonteaching or
teaching. Medicare percentage (proportion of total Medicare
inpatient days) and Medicaid percentage (proportion of total
Medicaid inpatient visits) were included to account for patient
population characteristicsthat may influence hospitals priorities
and resource alocation for heath IT investments. Market
competition was measured using the Herfindahl-Hirschman
Index (HHI), calculated based on the distribution of hospital
beds within each health care market area. Higher HHI values
indicate greater market concentration and less competition, with
values approaching 1.0 representing highly concentrated markets
[16]. This measure was included to control for the potential
influence of competitive pressures on hospitals public health
reporting practices and technology adoption decisions. These
variables were selected based on previous literature identifying
them as potential determinants of health care technology
adoption, organi zational innovation, and public health reporting
capabilities.

Statistical Analysis

This study used descriptive statistics and logistic regression
analyses. For categorical variables, we computed frequencies
and percentages. For continuous variables (Medicare percentage,
Medicaid percentage, and HHI), we cal culated meansand SDs.
We stratified these descriptive statistics by our two primary
outcome measures. (1) whether hospitals were actively
submitting data electronically and (2) whether hospitals used
automated processes for data transmission.

For our primary analysis, we developed a series of multivariable
logistic regression models to examine the adjusted associations
between hospital characteristics and public health reporting
practices. Separate models were constructed for each of the 6
reporting categories (syndromic surveillance, immunization
registry, electronic case reporting, public health registry, clinical
data registry, and electronic reportable laboratory result
reporting) and for both outcome measures (active electronic
submission and automated processes).

https:/oj phi jmir.org/2026/1/e86263
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Results from the logistic regression models are presented as
adjusted odds ratios (ORs). We conducted model diagnostics
to ensure that al logistic regression assumptions were met.
Theseincluded testsfor multicollinearity using varianceinflation
factors, examination of influential observations using the Cook
distance, and assessment of model fit using the
Hosmer-Lemeshow goodness-of-fit test. All analyses were
conducted using Stata (version 17.0; StataCorp), with statistical
significance set at P<.05 for all tests. Cases with missing data
on any study variables were excluded from the analysis using
listwise deletion.

Ethical Consider ations

In accordance with the policy of the university of North Florida,
the Institutional Review Board for the Protection of Human
Subjects categorized the research as exempt since the study
analyzed secondary datathat are publicly available.

Results

The results reveal patterns in electronic health data reporting
practices between health care facilities based on their patient
demographics, market concentration measures, and hospital
characteristics.

Actively Submitting Data Electronically

Table 1 reports hospital categorical characteristics across
hospitals that actively submit data electronically versus those
that do not.

Table 2 reports hospital and market continuous characteristics
across hospitals that actively submit data electronically versus
those that do not (51.87%-54.14%), while actively submitting
facilities demonstrate more consistent Medicare percentages
(53.51%-54.13%). The SDs for Medicare percentages are
generaly higher in nonactive facilities (up to SD 20.15)
compared to active facilities (up to SD 16.27). The HHI values
for actively submitting facilities (ranging from 0.53 to 0.56, all
with SD 0.36) are consistently lower than for nonactive facilities
(ranging from 0.59 to 0.67, mostly with SD 0.37). Medicaid
percentages are similar between active and nonactive facilities
across al reporting categories, with active facilities showing
dlightly more consistent values (19.28%-20.02%) compared to
nonactive facilities (18.6%-20.19%). SDs for Medicaid
percentages are also generally higher in nonactive facilities.
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Table. Hospital categorical characteristics across hospitals that actively submit data electronically versus those that do not.

Charac-  Actively electronically submitting production data (yes or no), n (%)

teristics
Syndromic surveil-  Immunization reg- Electronic case re- Public healthregistry Clinical dataregistry Electronic reportable
lance reporting istry reporting porting reporting reporting |aboratory result re-
porting
No Yes No Yes No Yes No Yes No Yes No Yes
Ownership
Gov- 59 236 36 261 184 111 148 135 170 121 74 219
ernment  (22.26) (11.77) (16.67) (12.66) (16.08)  (9.92) (19.65) (9.15) (17.07) (9.8 (25.61) (11.16)
For- 31(11.7) 287 36 281 139 177 129 184 267 44 (357) 38 279
profit (1431) (1667) (1363) (1215 (1582 (17.13) (1247) (26.81) (13.15) (14.21)
Not- 175 1482 144 1519 821 831 476 1157 559 1069 177 1465
for-profit (66.04) (73.92) (66.67) (73.7) (71.77)  (74.26) (63.21) (78.39) (56.12) (86.63) (61.25) (74.63)
Rurad
No 131 1295 104 1327 649 775 387 1010 574 828 134 1287
(49.43) (6459) (4815) (64.39) (56.73) (69.26) (51.39) (68.43) (57.63) (67.1) (46.37)  (65.56)
Yes 134 710 112 734 495 344 366 466 422 406 155 676
(50.57) (35.41) (51.85) (35.61) (4327) (30.74) (48.61) (3157) (4237) (329 (5363) (34.49)
Size
Small 167 887 135 923 585 463 437 600 517 512 190 850
(63.02) (44.24) (625) (44.78) (51.14) (41.38) (58.03) (40.65) (51.91) (4149) (65.74) (433
Medi- 81 819 66 836 425 475 245 637 373 514 78 818
um (30.57) (40.85) (30.56) (40.56) (37.15) (42.45) (3254) (43.16) (37.45) (4165 (26.99) (41.67)
Large 17(6.42) 299 15(6.94) 302 134 181 71(9.43) 239 106 208 21 (7.27) 295
(214.91) (214.65) (11.71) (16.18) (16.19) (10.64) (16.86) (15.03)
Part of a system
No 99 377 61 418 303 171 231 238 283 184 115 355
(37.36) (18.8) (28.24) (20.28) (26.49) (15.28) (30.68) (16.12) (2841) (1491) (39.79) (18.08)
Yes 166 1628 155 1643 841 948 522 1238 713 1050 174 1608
(62.64) (8L2) (71.76) (79.72) (7351 (84.72) (69.32) (83.88) (7159) (85.09) (60.21) (81.92)
Teaching
Not 163 905 127 942 582 483 430 621 524 520 180 872
teaching (61.51) (45.14) (58.8)  (45.71) (50.87) (43.16) (57.1)  (4207) (5261) (4214) (62.28) (44.42)
Minor 95 952 82 970 495 547 291 731 442 590 99 947
(35.85) (47.48) (37.96) (47.06) (43.27) (48.88) (38.65) (49.53) (44.38) (47.81) (34.26) (48.24)
Maor 7(2.64) 148 7(324) 149 67 (5.86) 89(7.95) 32(4.25) 124(84) 30(3.01) 124 10(3.46) 144
(7.38) (7.23) (10.05) (7.34)
https://ojphi.jmir.org/2026/1/e86263 Online J Public Health Inform 2026 | vol. 18 | 86263 | p.35

(page number not for citation purposes)

RenderX


http://www.w3.org/Style/XSL
http://www.renderx.com/

ONLINE JOURNAL OF PUBLIC HEALTH INFORMATICS

Hamadi et al

Table. Hospital continuous characteristics across hospitals that actively submit data electronically versus those that do not.

Characteristics Syndromicsurveil- Immunizationreg-  Electronic case Public healthreg-  Clinica datareg-  Electronic re-
lance (n=2270), istry (n=2277), (n=2263), mean istry (n=2229), istry (n=2230), portable [aboratory
mean (SD) mean (SD) (SD) mean (SD) mean (SD) results (n=2252),

mean (SD)

Not actively electronically submitting production data

Medicare Per- 51.87 (20.15) 53.41 (18.56) 54.14 (17.19) 54 (17.99) 53.62 (16.69) 53.97 (18.98)
centage

Medicaid Per- 20.19 (15.14) 18.6 (12.84) 20.1 (14.23) 19.6 (14.89) 19.29 (14.01) 18.76 (14.66)
centage

Herfindahl- 0.62 (0.37) 0.62 (0.37) 0.61 (0.37) 0.64 (0.37) 0.59 (0.37) 0.67 (0.36)
Hirschman Index
Actively electronically submitting production data

Medicare Per- 54.13 (15.87) 53.89 (16.26) 53.51 (15.65) 53.9 (15.56) 54.02 (16.27) 53.88 (16.02)
centage

Medicaid Per-  19.59 (13.15) 19.77 (13.46) 19.28 (12.52) 19.57 (12.37) 20.02 (12.85) 19.84 (13.15)
centage

Herfindahl- 0.56 (0.36) 0.56 (0.36) 0.53(0.36) 0.54 (0.36) 0.55 (0.36) 0.55 (0.36)
Hirschman Index
Total

Medicare Per- 53.86 (16.44) 53.85 (16.48) 53.83 (16.44) 53.94 (16.42) 53.84 (16.45) 53.89 (16.43)
centage

Medicaid Per- 19.66 (13.4) 19.66 (13.4) 19.69 (13.41) 19.58 (13.27) 19.69 (13.38) 19.7 (13.35)
centage

Herfindahl- 0.57 (0.36) 0.57 (0.36) 0.57 (0.36) 0.57 (0.36) 0.57 (0.36) 0.57 (0.36)

Hirschman Index

The gtatistical analysisusing logistic regression modelsisshown
in Table 3, which revealed severa significant predictors of
hospitals’ engagement in electronic health datareporting across
different reporting categories. For-profit hospitals show
significantly lower odds of engaging in clinical data registry
reporting compared to government hospitals (OR 0.15, 95% Cl
0.09-0.22; P<.001), but higher odds for immunization registry
reporting (OR 1.45, 95% Cl 1.02-2.07; P<.05). Not-for-profit
hospitals demonstrate significantly higher engagement in clinical
data registry reporting (OR 1.89, 95% CI 1.43-2.50; P<.001),
electronic case reporting (OR 1.76, 95% CI 1.25-2.48; P<.01),
and public health registry reporting (OR 1.88, 95% Cl 1.41-2.49;
P<.001) compared to government-owned facilities.

Rural hospitals show significantly reduced likelihood of
€lectronic reporting adoption acrossimmunization registry (OR
0.77, 95% CI 0.61-0.97; P<.05), public health registry (OR
0.67, 95% CI 0.46-0.97; P<.05), and clinical data registry
reporting (OR 0.77, 95% CI 0.60-0.98; P<.05) compared to
urban counterparts. Hospital size emergesasasignificant factor,
with medium-sized hospitals showing higher engagement in
electronic reportable laboratory results (OR 1.55, 95% CI
1.08-2.22; P<.05), public health registry (OR 1.51, 95% ClI
1.02-2.25; P<.05), clinical data registry (OR 1.35, 95% ClI
1.05-1.74; P<.05), and syndromic surveillance reporting (OR

https:/oj phi jmir.org/2026/1/e86263

1.52, 95% CI 1.06-2.19; P<.05) compared to small hospitals.
L arge hospitals demonstrate even stronger engagement in public
health registry (OR 2.13, 95% ClI 1.03-4.38; P<.05) and
syndromic surveillance reporting (OR 2.29, 95% CI 1.17-4.46;
P<.05).

System affiliation consistently emerges as one of the strongest
predictors, with system-affiliated hospital s showing significantly
higher odds of electronic reporting engagement across 5 of 6
categories: clinical data registry (OR 2.27, 95% Cl 1.80-2.88;
P<.001), immunization registry (OR 1.70, 95% Cl 1.35-2.14;
P<.001), electronic case reporting (OR 2.16, 95% Cl 1.61-2.90;
P<.001), public health registry (OR 1.78, 95% CI 1.42-2.25;
P<.001), and electronic reportable laboratory results (OR 1.91,
95% CI 1.41-2.59; P<.001). Among teaching status variables,
only major teaching hospitals show significantly higher odds
for clinical dataregistry reporting (OR 2.66, 95% Cl 1.56-4.52;
P<.001). Medicare percentage shows a small but significant
effect on syndromic surveillance reporting (OR 1.01, 95% CI
1.00-1.02; P<.05), while Medicaid percentage showsaminimal
significant effect on immunization registry reporting (OR 0.99,
95% Cl 0.98-1.00; P<.05). These small effect sizes for payer
mix variables (ORs close to 1.0) suggest limited practical
significance despite statistical significance, likely reflecting the
large sample size rather than meaningful clinical impact.
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Table. Logistic regression model of hospitals’ engagement in electronic health data reporting across different reporting categories.

Characteristics

Clinical datareg-

istry reporting, OR?
(95% Cl)

Electronic casere-
porting, OR (95%
Cl)

Electronic re-
portable laboratory
result, OR (95%
Cl)

Immunization reg-
istry reporting, OR

(95% Cl)

Public health reg-
istry reporting, OR
(95% CI)

Syndromic surveil-
lancereporting, OR
(95% CI)

Ownership (refer-
ence: government)

For-profit
Not-for-profit

Rural (reference:
no)

Yes

Size (reference:
small)

Medium

Large

0.15” (0.09-0.22)

1.89° (1.43-2.50)

0.8 (0.62-1.02)

1.22 (0.95-1.58)

1.12 (0.75-1.67)

1.45° (1.02-2.07)
1.31(0.99-1.72)

0.77° (0.61-0.97)

1.08 (0.85-1.37)

1.19 (0.83-1.71)

1.38 (0.86-2.22)

1.76% (1.25-2.48)

0.86 (0.62-1.19)

1.55° (1.08-2.22)
1.85 (0.97-3.53)

0.77 (0.45-1.33)

1.11 (0.72-1.69)

0.67° (0.46-0.97)

1.51°(1.02-2.25)

2.13%(1.03-4.38)

0.95 (0.66-1.36)

1.88° (1.41-2.49)

0.77° (0.60-0.98)

1.35° (1.05-1.74)
1.43(0.95-2.15)

1.45 (0.87-2.42)

1.42 (0.99-2.03)

0.89 (0.63-1.25)

1.52°(1.06-2.19)

2.29° (1.17-4.46)

Part of a system
(reference: no)

Yes

227°(1.80-2.88)  1.70°(1.35-2.14)

Teaching (refer-
ence: not teaching)

Minor teaching 1.04 (0.82-1.30) 1.01 (0.82-1.25)

Major teaching 2.66b (1.56-4.52) 1.1(0.71-1.70)

Medicare percent-  1.00 (1.00-1.01)
age

Medicaid percent-
age

Herfindahl -
Hirschman Index

0.99° (0.98-1.00)

1.00(0.99-1.01) 0,999 (0.98-1.00)

0.99(0.72-1.36)  0.82(0.61-1.10)

2.16" (1.61-2.90)

1.15 (0.84-1.58)
1.34(0.58-3.11)

1.00 (0.99-1.01)
1.00 (0.99-1.02)

0.74 (0.48-1.14)

1.23 (0.87-1.75)

1.78° (1.42-2.25)  1.91° (1.41-2.59)

1.07 (0.76-1.52)
1.26 (0.49-3.28)

1.14 (0.91-1.43)
1.46 (0.86-2.46)

1.22 (0.88-1.68)
2.04 (0.81-5.16)

1.01(1.00-1.02)  1.00(0.99-1.01)

1.01° (1.00-1.02)

1.01(0.99-1.02)  0.99(0.98-1.00)  1.00 (0.99-1.01)

117 (0.73-1.88)  0.76(0.56-1.04)  1.17 (0.76-1.81)

%0OR: odds ratio.
bp<.001.
p<.05.

dp<.01.

Automated Processesto Transmit Public Health Data

Table 4 reports hospital categorical characteristics across
hospital sthat have automated processesto transmit public health
data (71.55% - 87.03% of “yes’ responses), with particularly
strong adoption for clinical data registry reporting (87.03%).
Government hospitals show the lowest representation among
automated reporting adopters (8.10% - 11.45%), whilefor-profit
hospital s show moderate adoption that varies by reporting type,
with notably higher representation in electronic case reporting
(20.35%). The rural-urban divide is substantial, with nonrural
hospitals constituting the clear majority of facilities using
automated processes across all reporting categories
(64.83% - 71.72%). The imbalance is most pronounced for
clinical dataregistry reporting, where rural hospitals represent
only 28.28% of automated adopters despite making up 40.86%
of facilities not using automation for this purpose.

https:/oj phi jmir.org/2026/1/e86263

Hospital size shows a clear pattern where larger hospitals are
disproportionately represented among automated process
adopters. Medium and large hospitals together represent 55%
to 60% of facilities using automation across reporting categories,
despite making up only 40% to 47% of nonautomated facilities.
Small hospitals, while still numerous among automation
adopters (38.6% - 43.77%), are significantly under-represented
compared to their share among nonautomated facilities
(49.18% - 67.37%). System &ffiliation emerges as one of the
strongest predictors, with system-affiliated hospital srepresenting
81.22% to 86% of facilities using automated processes across
reporting categories. This contrasts sharply with their 62.84%
to 76.13% representation among nonautomated facilities.
Finaly, teaching status also shows consistent patterns, with
minor teaching and major teaching hospitals combined
representing 51.25% to 60.54% of automated adopters across
reporting categories, compared to 38.49% to 48.17% of
nonautomated facilities. Major teaching hospitals, despitetheir
small numbers overall, show consistently higher representation
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among automated facilities (6.63% - 10.5%) compared to
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nonautomated ones (3.63% - 10.5%).

Table. Hospital categorical characteristics across hospitals that have automated processes to transmit public health data versus those that do not.

Charac-  Automated processes to transmit the data (yes or no), n (%)
teristics
Syndromic surveil-  Immunization reg- Electronic casere- Public healthregistry Clinical dataregistry Electronic reportable
lance reporting istry reporting porting reporting reporting |aboratory result re-
porting
No Yes No Yes No Yes No Yes No Yes No Yes
Ownership
Gov- 85 207 75 217 197 88(8.1) 199 83(8.41) 221 60(8.75) 120 167
ernment  (20.38)  (11.27) (22.66) (11.45) (18.11) (18.27) (15.84) (23.35)  (10.07)
For- 36(8.63) 281 51 245 72(6.62) 221 69 (6.34) 158 198 29(4.23) 54 197
profit (15.3) (1541) (12.93) (20.35) (16.01) (1419 (1051) (11.87)
Not- 296 1349 205 1433 819 777 821 746 976 597 340 1295
for-profit (70.98)  (7343) (61.93) (75.62) (75.28) (7155) (75.39) (75.58) (69.96) (87.03) (66.15)  (78.06)
Rura
No 228 1191 152 1237 611 752 627 686 825 492 265 1119
(54.68) (64.83) (4592) (65.28) (56.16) (69.24) (57.58) (69.5) (59.14) (71.72) (51.56) (67.45)
Yes 189 646 179 658 477 334 462 301 570 194 249 540
(45.32) (35.17) (54.08) (34.72) (4384) (30.76) (4242) (30.5) (40.86) (28.28) (48.44) (32.55)
Size
Small 240 804 223 819 582 429 579 381 686 275 302 700
(57.55) (43.77) (67.37) (4322) (5349 (39.5) (53.17) (38.6) (49.18) (40.09) (58.75)  (42.19)
Medi- 133 765 83 788 355 500 363 447 515 300 153 706
um (31.89) (41.64) (25.08) (41.58) (32.63) (46.04) (3333) (45.29) (36.92) (43.73) (29.77) (42.56)
Large 44 268 25(7.55) 288 151 157 147 159 194 111 59 253
(1055)  (14.59) (15.2) (13.88) (14.46) (135) (16.11) (1391) (16.18) (11.48) (15.25)
Part of a system
No 125 345 123 351 301 152 (14) 299 154 333 117 171 295
(29.98) (18.78) (37.16) (1852) (27.67) (27.46) (15.6) (2387) (17.06) (33.27) (17.78)
Yes 292 1492 208 1544 787 934 (86) 790 833 1062 569 343 1364
(70.02) (81.22) (62.84) (8148) (7233 (7254) (84.9) (76.13) (82.94) (66.73) (82.22)
Teaching
Not 237 822 211 834 564 454 562 401 690 277 295 720
teaching (56.83) (44.75) (63.75) (44.01) (51.84) (41.8) (51.61) (40.63) (49.46) (40.38) (57.39) (4349
Minor 155 885 108 918 444 560 450 511 626 337 184 821
(37.17) (48.18) (32.63) (4844) (4081) (5157) (4132) (5L77) (4487) (4913) (3538 (49.49)
Major 25 (6) 130 12(3.63) 143 80(7.35) 72(6.63) 77(7.07) 75(7.6) 79(5.66) 72(10.5) 35(6.81) 118
(7.08) (7.55) (7.11)

Table 5 reports hospital and market continuous characteristics
across hospital sthat have automated processesto transmit public
health data versus those that do not.

The logistic regression analysis examined factors associated
with hospitals use of automated processes (EHR-generated
data sent electronically or automatically) to transmit data to
public health agencies across 6 reporting categories (Table 6).
Hospital ownership was shown to significantly impact automated
reporting practices. For-profit hospitals are 85% lesslikely than
government hospitals to use automated processes for clinical
data registry reporting (OR 0.15, 95% CI 0.09-0.22; P<.001),
but 45% more likely to automate immunization registry
reporting (OR 1.45, 95% CI 1.02-2.07; P<.05). Not-for-profit

https:/oj phi jmir.org/2026/1/e86263

hospitals show significantly higher automation adoption in
clinical data registry reporting (OR 1.89, 95% Cl 1.43-2.50;
P<.001), electronic case reporting (OR 1.76, 95% Cl 1.25-2.48;
P<.01), and public health registry reporting (OR 1.88, 95% ClI
1.41-2.49; P<.001) compared to government facilities.

Rural status negatively impacts automation adoption, with rural
hospitals showing significantly lower odds of automated data
transmission for immunization registries (OR 0.77, 95%
Cl0.61-0.97; P<.05), public health registries (OR 0.67, 95% CI
0.46-0.97; P<.05), and clinical data registries (OR 0.77, 95%
Cl 0.60-0.98; P<.05). Hospital size matters, with medium-sized
hospitals showing higher odds of automation across electronic
reportable laboratory results (OR 1.55, 95% CI 1.08-2.22;
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P<.05), immunization registries (OR 1.51, 95% CI 1.02-2.25;
P<.05), public health registries (OR 1.35, 95% CI 1.05-1.74;
P<.05), and syndromic surveillance (OR 1.52, 95% ClI
1.06-2.19; P<.05) compared to small hospitals. Large hospitals
show even stronger automation adoption in immunization
registries (OR 2.13, 95% Cl 1.03-4.38; P<.05) and syndromic
surveillance (OR 2.29, 95% Cl 1.17-4.46; P<.05).

System affiliation emerges as the most consistent predictor of
automation adoption, with system-affiliated hospitals showing
significantly higher odds of automated reporting across 5
categories: clinical data registry (OR 2.27, 95% CIl 1.80-2.88;

Hamadi et al

P<.001), immunization registry (OR 1.70, 95% Cl 1.35-2.14;
P<.001), electronic case reporting (OR 2.16, 95% CI 1.61-2.90;
P<.001), public health registry (OR 1.78, 95% CI 1.42-2.25;
P<.001), and electronic reportable laboratory results (OR 1.91,
95% Cl 1.41-2.59; P<.001). Major teaching status significantly
increases automation adoption for clinical dataregistry reporting
(OR 2.66, 95% CI 1.56-4.52; P<.001), while Medicare and
Medicaid percentages show minimal but significant effects on
syndromic surveillance and immunization registry reporting,
respectively. Market concentration (HHI) shows no significant
association with automation adoption across all reporting
categories.

Table. Hospital continuous characteristics across hospitals that have automated processes to transmit public health data versus those that do not.

Characteristics Syndromicsurveil- Immunizationreg-  Electronic case Public healthreg-  Clinica datareg-  Electronic re-
lance (n=2254), istry (n=2226), (n=2174), mean istry (n=2076), istry (n=2081), portable [aboratory
mean (SD) mean (SD) (Sb) mean (SD) mean (SD) results (n=2173),

mean (SD)

No automated processes to transmit the data

Medicare Per- 52.69 (19.31) 54.51 (19.31) 53.79 (18.02) 53.77 (17.71) 53.41 (17.26) 53.95 (19.03)
centage

Medicaid Per- 20.29 (15.27) 18.24 (14.59) 19.69 (14.45) 19.56 (14.42) 19.87 (13.98) 19.1 (14.57)
centage

Herfindahl- 0.6 (0.36) 0.64 (0.35) 0.59 (0.36) 0.59 (0.36) 0.59 (0.36) 0.61 (0.36)
Hirschman Index
Automated processes to transmit the data

Medicare Per- 54.23 (15.69) 53.83 (16.04) 54.04 (14.89) 53.68 (15.24) 54.57 (15.28) 53.75 (15.69)
centage

Medicaid Per- 19.43 (12.85) 19.8 (13.15) 19.33(12.1) 19.65 (12.04) 19.13 (12.08) 19.83 (12.96)
centage

Herfindahl- 0.56 (0.36) 0.56 (0.36) 0.56 (0.36) 0.53 (0.36) 0.52 (0.36) 0.55 (0.36)
Hirschman Index
Total

Medicare Per- 53.95 (16.43) 53.93 (16.56) 53.92 (16.52) 53.73 (16.58) 53.79 (16.64) 53.8 (16.54)
centage

Medicaid Per- 19.59 (13.33) 19.57 (13.39) 19.51 (13.33) 19.6 (13.34) 19.63 (13.39) 19.66 (13.36)
centage

Herfindahl- 0.57 (0.36) 0.58 (0.36) 0.57 (0.36) 0.56 (0.36) 0.57 (0.36) 0.56 (0.36)

Hirschman Index
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Table. Logistic regression analysis of factors associated with hospitals' use of automated processes (electronic health record [EHR]-generated data
sent electronically or automatically) to transmit data to public health agencies across 6 reporting categories.

Charac-
teristics

Clinical dataregistry Electronic casere-
reporting, OR? (95% Porting, OR (95%
o)) cn

Electronic reportable  Immunization reg- Public hedthregistry  Syndromic surveil-
laboratory result, OR istry reporting, OR  reporting, OR (95% lance reporting, OR
(95% Cl) (95% Cl) Cl) (95% CI)

Ownership (reference: government)

!iOI'—pI’Of- 0.15P (0.09-0.22) 1.45° (1.02-2.07) 1.38 (0.86-2.22) 0.77 (0.45-1.33) 0.95 (0.66-1.36) 1.45(0.87-2.42)
[

NOtf—.]j[OF— l.89b (1.43_2_50) 131 (0.99-1.72) 1.76d (1.25-2.48) 111 (0.72-1.69) 1.88b (1.41_2.49) 142 (0.99—2.03)
proti

Rural (reference: no)

Yes

0.8 (0.62-1.02)

Size (reference: small)

Medium

Large

1.22 (0.95-1.58)

1.12 (0.75-1.67)

0.77° (0.61-0.97)

1.08 (0.85-1.37)

1.19 (0.83-1.71)

0.86 (0.62-1.19)

1.55° (1.08-2.22)
1.85 (0.97-3.53)

0.67° (0.46-0.97)

1.51°(1.02-2.25)

2.13%(1.03-4.38)

0.77° (0.60-0.98)

1.35°(1.05-1.74)
1.43(0.95-2.15)

0.89 (0.63-1.25)

1.52°(1.06-2.19)

2.29° (1.17-4.46)

Part of a system (reference: no)

Yes

227°(1.80-288)  1.70°(1.35-2.14)  2.16" (1.61-2.90)

Teaching (reference: not teaching)

Minor 1.04 (0.82-1.30)

teaching

1.01 (0.82-1.25) 1.15 (0.84-1.58)

Major
teaching

1.1 (0.71-1.70) 1.34 (0.58-3.11)

2.66° (1.56-4.52)

Medicare
Percent-

age
Medicaid
Percent-
age
Herfind-
ahl-
Hirschmen
Index

1.00 (1.00-1.02) 1.00 (0.99-1.01)

0.99° (0.98-1.00)

1.00 (0.99-1.01) 1.00 (0.99-1.02)

0.99% (0.98-1.00)

0.99 (0.72-1.36) 0.82 (0.61-1.10) 0.74 (0.48-1.14)

1.23(0.87-1.75)

1.78° (1.42-2.25)  1.91° (1.41-2.59)

1.07 (0.76-1.52) 1.14 (0.91-1.43) 1.22 (0.88-1.68)

1.26 (0.49-3.28) 1.46 (0.86-2.46) 2.04 (0.81-5.16)

1.01 (1.00-1.02) 1.00 (0.99-1.01)

1.01° (1.00-1.02)

1.01 (0.99-1.02) 0.99 (0.98-1.00) 1.00 (0.99-1.01)

1.17 (0.73-1.88) 0.76 (0.56-1.04) 1.17 (0.76-1.81)

30OR: odds ratio.
bp<.001.
®p<.05.

dp<01.

Discussion

Principal Findings

Thisstudy identifies some of the main differencesin automation
and integrating public health information between US hospitals
driven by structural resourceinequalities, institutional practice,
and location. Rural, independent, and smaller hospitals lag far
behind urban, system-affiliated, and larger hospitals when it
comes to adopting automated reporting systems. Despite
national-level attempts to standardize health IT infrastructure,
these gaps underscore systemic obstacles based on financial
interests, organizational capacities, and market forces.

Rural hospitals continue to face significant challenges in
adopting electronic public health reporting despite national
progressin health I T adoption [15]. Limited financial resources

https:/oj phi jmir.org/2026/1/e86263
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and constrained operational capacity hinder their ability to invest
in the infrastructure required for automation. These facilities
often serve smaller patient populations and receive lower
reimbursement rates, which makesit difficult to justify the high
upfront costs of implementing advanced reporting systems.
Additionally, rural hospitals typically lack access to IT
specialists and foundational systems that support seamless
electronic data exchange, resulting in a greater reliance on
manual or mixed reporting methods. These barriers not only
restrict their compliance with public health reporting
requirements but also widen the digital divide between rural
and urban health care providers. Addressing these disparities
requires targeted policy support and financial investment to
ensure rural hospitals can fully participate in the public health
data ecosystem.
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The nonrural versus rural divide is stark in the results as both
the rates of actively submitting data electronically and the
adoption of automated processes to transmit that public health
data show low rates of submission and adoption by rural
hospitals in all reporting categories. There are many possible
reasons for this difference largely relating to the differing
economic environments of these hospitals. Rural hospitals often
face greater financial strain due to the poorer socioeconomic
conditions of their locals and thus do not have the financial
capital to invest in high-tech systems. As Younis [17] shared
that rural hospitals generate less revenue than urban hospitals
and are significantly disadvantaged in terms of performance.

Another avenueto look at isthe role of competition from other
hospitals that nonrural hospitals face. As discussed in
Garcia-Lacalle and Martin [18], hospitals in a market-driven
environment have akeen sense of where they sit in comparison
to their competition and therefore consider new strategies to
better focus on patients and users. Once one hospital in a
competitive environment adopts an electronic data submission
system or automates their pre-existing one, it encourages other
hospitals in that same environment to also adopt. Similarly,
Ghiasi et a [19] found, in their literature review, that hospitals
in a competitive market seek to differentiate themselves from
competitors through specific services. Some of these
differentiating services could be electronic data submission
systems.

In our study, larger hospitals benefit from centralized IT
infrastructure and specialized personnel, enabling consistent
compliancewith evolving standards. M edium and large hospitals
show 1.5 to 2.3 times higher odds of automation across
categorieslike syndromic surveillance and laboratory reporting.
These ingtitutions absorb upfront costs more effectively and
maintain robust EHR systems, whereas smaller facilities struggle
with limited staffing and budgetary flexibility. Particularly larger
hospitals within multihospital systems demonstrate higher
engagement in both active electronic data submission and
automated reporting due to greater resource availability. These
hospitals benefit from economies of scale that support
investment in centralized I T infrastructures and EHR systems.
In addition, system-affiliated hospitals are also more likely to
have internal health IT teams and established workflows for
public health communication because it reduces barriers to
implementation.

Not-for-profit hospitals lead in adoption due to mission-driven
commitments to population health and access to grant funding.
Their focus on community benefit aligns with public health
reporting goals, whereas for-profit hospitals prioritize
revenue-generating technologies (eg, billing systems).
Government hospitals, with the limitations of bureaucratic
procurement systems, fal behind despite regulatory
encouragement. The trends are indicative of findings by Tsai
et a [20] that financial restrictions and fragmented workflows
are the main barriers against EHR adoption in low-resource
Settings.

In our study, facilities not actively submitting dataelectronically
exhibit more variable Medicare percentages (51.87% - 54.14%)),
suggesting that markets with less competition (higher HHI

https:/oj phi jmir.org/2026/1/e86263
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values) reduce pressure to adopt reporting technologies. L ower
digital literacy among older Medicare populations may aso
deprioritize automation in regions serving these demographics.
Conversely, hospitalsin competitive, high-volume marketsaign
IT investments with performance metrics to meet patient and
regulatory expectations.

Policy Implications

A 2024 analysis by the Kaiser Family Foundation found that
nearly half of US metropolitan areas are dominated by just one
or two hospita systems, significantly reducing competition and,
consequently, the urgency for these institutions to adopt
advanced datareporting practices[21]. Thisaignswith findings
from the BMC Health Services Research, which revealed that
providersinrural or lesscompetitive regions demonstrate lower
EHR adoption and interoperability [22]. Moreover, patient
population characteristics, particularly among older adults on
Medicare, further influence reporting engagement. A systematic
review in the Archives of Public Health emphasized the digital
health literacy gap in thisgroup, suggesting that facilities serving
older or underserved populations may deprioritize electronic
data initiatives due to lower patient engagement with digital
platforms [23]. These studies underscore the multifactorial
barriers to robust public health data reporting, suggesting the
need for targeted policy incentives and infrastructure support
to promote broader and more equitable adoption.

Limitations

This study’s limitation lies in its reliance on secondary data
from the 2023 AHA Annual Survey. Hospital characteristics
are based on self-reported data which may affect accuracy. Our
cross-sectional design limits causal inference. This analysis
focused on US hospitals only, affecting generalizability to other
types of health organizations and countries. Finaly, the rural
or urban classification using Rural-Urban Commuting Area
codes may not fully capture rural-urban distinctions. Residual
confounding may exist due to unmeasured variablessuch as | T
staffing levels or leadership engagement.

Conclusions

The clear difference between nonrural and rural hospitals in
terms of electronic data submission and automation adoption
shows significant gaps caused by economic and competitive
factors. Nonrural hospitals, benefiting from higher revenue and
competitive pressures, are more likely to invest in advanced I T
systems and automated processes. On the other hand, rural
hospitals face financial constraints and lower patient volumes,
limiting their ability to adopt such technologies. Thisdivideis
further worsened by the centralized resource allocation and
organized workflowsin system-aligned hospitals, whichimprove
their reporting capabilities. Not-for-profit hospitalsalsolead in
electronic health data adoption due to their mission-driven
priorities and access to grant funding. Research highlights the
many barriersto strong public health data reporting, shaped by
market dynamics and patient demographics. Effective strategies
for improving electronic data submission may include tailored
incentives, strategic partnerships, and population-specific
approaches. Addressing these gaps is crucial for ensuring fair
access to advanced health care technologies and improving
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overal public health reporting. Targeted policy interventions overcome structural barriers and participate more fully in the
and financial support are essentia to help rural hospitals nation’s public health data system.
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Abstract

Background: COVID-19 forecasting models have been used to inform decision-making around resource allocation and
intervention decisions, such as hospital beds or stay-at-home orders. State-of-the-art forecasting models often use multimodal
data, including mobility or sociodemographic data, to enhance COVID-19 case prediction models. Nevertheless, related work
has revealed under-reporting bias in COVID-19 cases as well as sampling bias in mobility data for certain minority racial and
ethnic groups, which affects the fairness of COVID-19 predictions across racial and ethnic groups.

Objective: Thisstudy aimsto introduce afairness correction method that works for forecasting COVID-19 cases at an aggregate
geographic level.

Methods: We use hard and soft error parity analyses on existing fairness frameworks and demonstrate that our proposed method,
Demographic Optimization (DemOpts), performs better in both scenarios.

Results. We first demonstrate that state-of-the-art COVID-19 deep learning models produce mean prediction errors that are
significantly different across racial and ethnic groups at larger geographic scales. We then propose a hovel debiasing method,
DemOpts, to increase the fairness of deep learning—based forecasting models trained on potentially biased datasets. Our results
show that DemOpts can achieve better error parity than other state-of-the-art debiasing approaches, thus effectively reducing the
differencesin the mean error distributions across racial and ethnic groups.

Conclusions: We introduce DemOpts, which reduces error parity differences compared with other approaches and generates
fairer forecasting models compared with other approachesin the literature.

(Online J Public Health Inform 2026;18:€78235) doi:10.2196/78235

KEYWORDS
COVID-19 forecasting; deep learning model; fairness; time series model; regression

; such asthe New York Times(NY T), Johns Hopkins University,
Introduction COVID-19 Community Vulnerability Index, Google, and Apple
Background [12-16], among others. Most publicationsfocused on COVID-19

case prediction have reported results around the accuracy of the
models, that is, minimizing the difference between the predicted
cases and the actual number of cases reported. Nevertheless,
previous work has shown that the accuracy of COVID-19

. L ) g : predictions can depend on various social determinants, including
or by public health officia sto inform closure policies at various race or ethnicity [17], income, or age [18], revealing worse

geographical scales. In the United States, COVID-19 forecastS  herformance for protected attributes and pointing to a lack of
have been used at the state and county levels to inform sociadl oy p-19 predictive fairnessthat can affect resource allocation

distancing or masking, such asthe publicly available forgcasxs and decision-making. This lack of predictive fairness might be
on the COVID-19 Forecast Hub that the Centers for Disease related to bias in the datasets used to train the model, that is,

Control and Prevention (CDC) has routinely used in their  piagin cOVID-19 case reporting [19] or bias in mobility data
communications[1,2]. [20].

Forecasting the number of COVID-19 cases, hospitalizations,
or deaths is crucia to inform decision-making. For example,
COVID-19 forecasts can be used by hospitals to evaluate
medical needs and required resources, such as supplies or beds,

Related work over the past 4 years has shown a diverse variety
of COVID-19 forecasting approaches [3-10, 11] using datasets
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Given the presence of bias in the training datasets frequently
used by COVID-19 forecast models, and previous work
demonstrating that COVID-19 prediction accuracy can vary
across social determinants, it becomes critical to devise methods
to prevent data biases from percolating into the COVID-19
forecasts to guarantee fair decision-making based on case
predictions. In this paper, we focus on in-processing bias
mitigation approaches given their scarcity in the COVID-19
literature and propose Demographic Optimization (DemOpts),
a debiasing method designed to achieve COVID-19 case
prediction error parity across racial and ethnic groups in the
context of deep learning models, that is, guarantee that county
prediction errorsare not significantly different acrossracial and
ethnic groups. Although there exists adiverse set of COVID-19
predictive approaches, we focus on deep learning models
because these are the most frequently used models in the
machine learning community [21], and narrow down our choice
to transformer-based architectures because they are
state-of-the-art in time series predictions [22].

The main objective of DemOpts is to improve the fairness of
the COVID-19 case predictions at the county level by achieving
error parity in a regression setting [17]. DemOpts proposes a
novel debiasing approach that leverages county racial and ethnic
data during training to modify conventional deep learning loss
functions to penalize the model for statistically significant
associations between the predictive error and the race or
ethnicity distribution of a county. Our main contributions are:

«  We present DemOpts, a novel debiasing method for deep
learning architectures that attemptsto increase the fairness
of the COVID-19 county case predictions by achieving
error parity, that is, guaranteeing that prediction errors are
similar across racial and ethnic groups. The DemOpts
architectureisdesigned to optimize error parity acrossrace
and ethnicity using anovel multilabel approach that allows
each county to be characterized by itsown racial and ethnic
group distribution during the debiasing process, instead of
by a unique label.

«  Wepropose anovel evaluation protocol for the COVID-19
context, and we show that (1) state-of-the-art COVID-19
county case prediction models based on transformer
architectures with no debiasing approach lack error parity,
that is, prediction errors are dtatistically significantly
different across racial and ethnic groups, (2) DemOpts
applied to transformer-based architectures improves the
error parity of the prediction models, increasing the
similarity between mean prediction errorsacrossracial and
ethnic groups, and (3) the DemOpts debiasing approach
performs better than state-of-the-art debiasing methods for
regression settings.

While COVID-19 research was particularly prominent from
2020 to early 2024, challenges related to data biases and
sampling issuesin predictive modeling remain highly relevant.
Our approach, leveraging the regression fairness model
DemOpts, provides a robust framework to address these
challenges. Asfuture pandemics and public health crises arise,
similar issueswill persist, making our contribution valuable for
ensuring fairness and reliability in predictive models.

https://ojphi.jmir.org/2026/1/€78235
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Literature Review

Deep LearningBased Forecasting Models

Deep learning models have started to become popular in time
series prediction tasks. The available methods include (1)
autoregressive models, such as Long Short-Term Memory or
Gated Recurrent Network [23]; (2) graph-based neural networks,
such as graph attention networks [24], Spatio-temporal Graph
Convolutional Network [25], neighbor convolution model [26],
or graph convolutional network; and (3) transformers, including
Logarithmic Sparse Transformer [27], Informer [28],
Autoformer [29], Frequency Enhanced Decomposed
Transformer [30], Pyramidal Attention—based Transformer [31],
and Patch Time Series Transformer [32]. In this paper, we
specifically focus on the temporal fusion transformer (TFT)
architecture [22], since it alows us to easily incorporate
exogenous variables (eg, mobility data) as well as static
variables (eg, demographic data) on top of the COVID-19 time
series.

Biasin Mobility and COVID-19 Data

The COVID-19 epidemic was closely monitored and had
extensive data available about the counts of cases,
hospitalizations, and deaths, aswell asfine-grained information
about mobility of people, policy implementations, vaccinations,
and so on. Reducing the impact of mobility data or COVID-19
case biasin COVID-19 case predictions, aswe do in this paper,
isof critical importance to support decision-making processes
focused on resource allocation during pandemics, to reduce
harm and guarantee that decisions arefair and just acrossracial
and ethnic groups. Human mobility data has been used to
characterize human behaviorsin the built environment [33-37],
for public safety [38,39], during epidemicsand disasters [40-45],
as well as to support decision-making for socioeconomic
development [46-53]. During the COVID-19 pandemic, human
mobility has played a central role in driving decision-making,
acknowledging the impact of human movement on virus
propagation [7,9,10,18,54]. Previouswork hasreveaed sampling
biasin mobility data collected via mobile apps, with Black and
older individuals being underrepresented in the datasets [20],
and has exposed biases in COVID-19 forecasting models
[55,56]. COVID-19 underreporting bias has been discussed in
the literature [57-59] and points to multiple causes, including
inadequate testing across certain minority groups or a lack of
consistency inreporting race and ethnicity for COVID-19 cases
[19].

Fairness Metrics and Fairness Corrections

Transformer-based COVID-19 caseforecast modelsrequirethe
use of fairness metrics for regression settings, given that the
loss optimization process in gradient-based deep learning
architectures uses real-number predictions instead of classes.

Agarwal et a [60], Fitzsmons et a [61], and Gursoy and
Kakadiaris [17] outline the different aspects of fairness in
regression settings and propose a set of fairness metrics for
regression-type models. For this paper, we use the error parity
metric proposed in[17]. Error parity requires error distributions
to be statistically independent of racial and ethnic groups. We
expand this definition and relax the statistical significance
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requirement to be able to also evaluate whether the proposed
DemOpts method can at least reduce the differences in error
distributions across racial and ethnic groups, even when they
are il statistically significantly different. To correct for bias
and unfair performance in deep learning models, researchers
have used preprocessing [62,63] and in-processing correction
approaches[64-67]. Preprocessing approachesfocus on creating
a better input for learning deep neura network models by
removing bias from the datasets [62,63], and there have been
successful efforts focused on debiasing underreporting
COVID-19 datasets to estimate actual cases or deaths before
they are fed into predictive models [68,69]. On the other hand,
in-processing approaches to improve the fairness of deep
learning models, like the one we use in this paper, focus on the
model and its regularization, usually adding a bias correction
terminthelossfunction [65,67]. In this paper, wewill compare
our proposed debiasing approach against 3 state-of-the-art
methods for debiasing in regression settings, which are
individual fairness correction [70], group fairness correction
[70] (both Lagrangian-based), and sufficiency [71]. Individual
and group fairness calculate penaties by determining
overestimations across different groups and weighting the loss
by a factor proportional to the overestimations, while
sufficiency-based regularizers propose to make the loss
independent of sensitive data attributes by simultaneously
training ajoint model and subgroup-specific networksto achieve
fair predictions[71].

https://ojphi.jmir.org/2026/1/€78235

Awasthi et &

Methods

Proposed DemOpts

Our modeling focus is on deep learning models, which are the
most frequently used approach for COVID-19 county case
forecasts in the machine learning community [21]. We
specifically focus on the TFT model introduced in [22] for
several reasons. First, this model is state-of-the-art in
interpretable time series prediction [22]. Second, this model
allows for the use of static reals as input to the model (ie,
attributes that do not change over the duration of the training
process, such as demographic percentages or population
statistics). Third, the model works well with time-dependent
features, including COVID-19 cases or mobility data, whereby
past data influences future statistics.

DemOpts is an in-processing algorithm that modifies the
standard training procedurefor deep learning models at theloss
computation stage. The algorithm modifies conventional loss
functions to penalize the model for any statistically significant
association (P<.005) between the county prediction loss (error)
and the county’s racial and ethnic groups. In other words,
DemOpts performs a race-based correction on the error to
account for county demographic, racial, and ethnic distributions.

The algorithm can be divided into 3 steps (refer to Figure 1,
Figure 2, and “S.1 DemOpts Method” in Multimedia A ppendix
1 for mathematical details).
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Figure 1. Algorithm: Demographic Optimization (DemOpts). TFT: Tempora Fusion Transformer.
1: Input: Training set (X, D, Y), Learning rate (Ir), Number of epochs, threshold
2: Output: Trained model (M)
3: X: COVID-19 Timeseries data for all counties
4:Y: COVID-19 cases in future for all counties
5: D: Demographic data for all counties
6: Initialize model parameters randomly
7: for epoch in range(0, epochs) do
8: //sample from X, D, Y of size b
9: for (X,,Dp,Y,:) in(X,D,Y)do
10: // Forward propagation
11: pr = M(Xb)
12: //Calculate QuantileLoss
13: L; = QuantileLoss(pr, th)
14: //Find association
15: olsreg = OLS. fit(Dy, Ly)
16: pvals,3 = olsreg.pvals,olsreg.coef
17: // additional penalty on loss
18: for index in |pvals| do
19: pval;, B; = pvalslindex], Blindex]
20: // Get the corresponding demographic percentage column and all rows
21: Db,idx = Db [: ; index]
22: if pval; < threshold then //this ensures significant association
23: Ly+= Ly, * |B;| * Dp jax
24: end if
25: end for
26: backpropagate(M, L)
27: end for
28: end for
29: return TFT
Figure 2. Flow diagram for the Demographic Optimization (DemOpts) method.
(D)
Ygt Identify dependencies
L=B*D+a
Step 2
COVID-19 county case timew Transformer-based Yp Loss L L.
Adjust loss

architecture

series data and mobility
data J

Step 1: Calculate Loss

We use quantile predictions, as standard in COVID-19
forecasting literature [2,72], instead of point-value predictions.
Quantile predictions are measured for 7 quantiles (0.02, 0.1,
0.25, 0.5, 0.75, 0.9, and 0.98) to gain insights into the
uncertainty ranges and Cls of the COVID-19 county case
predictive models. When using quantile predictions, the error
is computed using quantile loss, also known as pinball loss
(PBL), and defined as follows:
FBLfyiVH{ of §4-YiD)

if Yo bi-yi0 it yi<yip

https://ojphi.jmir.org/2026/1/€78235

computation

st La=L+ Y Lx|fl * H(pvaly) * Dy
g

Step 3
Adjusted loss computation

For quantile g, the PBL for the prediction of agiveninput X; is
PBL(Yip, Y1), Wwherey; isthe ground truth, and y;, isthe predicted
value. The average over al quantiles can be represented as
PBLyip, yi = 1q> gPBLayip, yi.

Step 2: | dentify Dependencies Between Prediction
Errors, Race, and Ethnicity

To achieve error parity, that is, mean errors being independent
of racia and ethnic population distributions, we determine the

relationship between errors and race and ethnic distributions.
For that purpose, DemOptsfits aregression model between the
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prediction losses PBL (Yj,,y;) across data points i and their

corresponding county race and ethnicity distribution for each
race D;:

PBL(yipyi)= BIDi + o with Di = [d1,d2,d3,04,
lookahead]

where d; are the corresponding county demographic features
extracted from the US census data (represented asthe percentage
of each racia and ethnic group of the county for datapoint i),
and lookahead refers to the number of daysinto the future the
COVID-19 case prediction was generated for. In matrix
representation:

PBLYip,Yi=3*D+a
Once the regression model is fit, both regression coefficients
(B) and their statistical significance (P value) are passed on to
Step 3 to modify the adjusted |oss and attempt to decouplerace
from the errors (l0ss).

Step 3: Adjust the Loss

DemOpts modifies the conventional loss of deep learning
models by adjusting for racia or ethnic bias in the error, that
is, the loss is increased whenever a statistically significant
regression coefficient for arace or ethnicity isfound in Step 2
(with P value threshold=.005). By increasing theloss, DemOpts
attempts to reduce the association between errors and race.
Specifically, the loss is adjusted by the product of the original
loss PBL (YY), the percentage race or ethnicity D; that holds
asignificant relationship with the error, and its coefficient 3; in
absolute value:

Ladj=PBL (yip,yi)+3jH(pvalj)(|Bj|(DjCL) where
HX=1 if x<00080 ifx=0006

Evaluation Protocol

In this section, we present anovel evaluation protocol to assess
changesinfairnessfor TFT forecasting modelswhen debiasing
approaches, including DemOpts, are applied. We first describe
the TFT COVID-19 county case prediction model we use, and
the different debiasing approacheswe eval uate on that prediction
model. Next, we describe the error parity metrics we use to
evaluate the fairness of each prediction model, and finally, we
present the approach to analyze whether DemOpts improves
the error parity metricswhen compared to other state-of-the-art
debiasing approaches for regression settings.

Predictive Model and Debiasing Approaches

We use the TFT with the conventional PBL function (PBL is
the standard metric for reporting model performance in CDC
Forecast Hub [2]) as our baseline model (TFT gaine) 10 predict
the number of COVID-19 county cases for a given day.

Input datato the TFT model includes past COVID-19 cases per
county, mobility data from SafeGraph, and race and ethnicity
datafor the county. We also train and test another TFT enhanced
with the DemOpts debiasing method, TFT penops: that adjusts
the loss computation to attempt to eliminate or reduce the
dependencies between error and race to achieve error parity. In
addition, we train and test 3 more TFTs enhanced with
state-of-the-art debiasing methods for regression settings,
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namely, individual fairness TFT,givigqua [70], group fairness
TFT group [70], and the sufficiency-based regularizer TFT g grigiency
[71]. Individual and group fairness methods calcul ate penalties
by determining overestimations across different groups and
weighting the loss by a factor proportiona to the
overestimations, while the sufficiency-based regularizer trains
a joint model and group-specific networks to achieve fair
predictions. We replicate their methodol ogy and adapt it to the
forecasting setting by keeping TFT as the common network.

Measuring Model Fairness

We choose error parity as our fairness metric [17], with afocus
on evaluating whether the distribution of predictive errors at
the county level is independent of county majority race and
ethnicity, that is, prediction errors are not statistically
significantly different across racia and ethnic groups. To
measure the fairness of each of the models TFT g gine
TI_—rDemOpts’ TI_—rIndivi dual Tl_—rGroupand T'_—I—Suffici encyr wepropose
a 2-step process.

Step 1: Associate Errors With County Race or Ethnicity

To carry out the fairness analysis, we need to associate the PBL
error of each county with race and ethnicity labels. However,
that would require accessto race-stratified COVID-19 case data
at the county level, which is unfortunately not available due to
systemic data collection failures during the pandemic [73].
Hence, we propose to associate each county and its error with
the majority race, that is, we label each county with the race or
ethnicity that has the highest population percentage in that
county. During thefairnessanalysis, werefer to majority White
counties as the unprotected group and majority minority
counties, such as Black or Hispanic, as the protected groups
(details about the racial and ethnic groups considered in the
evaluation are provided in the “Datasets’ section).

In addition, we normalize each county’s PBL error by county
population size. The normalization by county population allows
us to scale the errors appropriately, since higher-population
countieswill have higher case counts and thus, higher-magnitude
errors. Normalizing by population fairly comparesthe error per
unit population of one county with another:

NormPBLypi,yti=1000[PBLyp,i,yt,ipopi
wherey;; isthe ground truth, y,, is the predicted value, and pop;
is the county population.

We then calculate the average normalized PBL for each racial
or ethnic group:

AvgNormPBL (yp,yt,g)=> iClcgNormPBL (ypi,yti)|cg|
where g represents the racial or ethnic group and ¢, is the set
of al counties with as the majority group. This gives us the
average normalized PBL for each demographic group.

Step 2: Compute Fairness Metric

Once PBLs have been calculated for each racial and ethnic
group in the United States, we can compute the error parity,
that is, the fairness metric focused on evaluating whether the
prediction errors are different across race and ethnicity. We
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propose 2 metrics to measure the error parity of COVID-19
county case predictions: hard error parity and soft error parity.

Hard Error Parity Metric

Model predictions exhibit hard error parity when no statistically
significant differences exist between normalized mean case
prediction errors (AvgNormPBL ) acrossracia or ethnic groups.
In other words, normalized mean PBL errors across counties of
different racial and ethnic groups are similar and hence, not
biased by race or ethnicity. To test for the hard error parity of
a prediction model, we propose to run one-way ANOVA
followed by post hoc Tukey honestly significant difference
(HSD) tests between the normalized mean error distributions
of al racial and ethnic groups. ANOVA tests are an adequate
choice even in violation of normality for large sample sizes,
and in the presence of unequal sample sizeswith homogeneous
variance; thus, we choose this parametric test dueto its superior
strength [74,75].

Rejecting the null hypothesis for ANOVA would point to
significantly different mean error values across some racial or
ethnic groups and to a lack of perfect hard error parity. The
subsequent analysis of the post hoc Tukey HSD test would
reveal the pairs of racial and ethnic groups whose mean error
values are significantly different and the numerical difference.
The Tukey test also highlights the pairs of racial and ethnic
groupsfor which the mean error isnot statistically significantly
different, pointing to instances where hard error parity exists
for that model.

Soft Error Parity Metric

Instead of measuring the statistical significance of the
relationship between county race labels and county errors, we
propose to use the Accuracy Equity Ratio (AER) metric [76].
AER computestheratio between the errors of the protected and
unprotected groups as follows:

AERpg=AvgNormPBLyp,yt,pgAvgNormPBLYyp,yt,unpg

where subscript pg indicates counties labeled as the protected
group (majority minority counties). unpg indicates counties
labeled as the unprotected group (White), and AvgNormPBL
isthe average of the normalized PBL across countiesfor agiven

racial group g (pg or unpg).

As defined, the AER metric goes from 0 to co. AER valuesin
the range [0, 1] indicate comparatively lower normalized PBL
for protected groups, which meansthe model predictions could
be biased—have higher errors—for White majority counties,
while AER valueslarger than oneindicate that the model could
be biased against the protected group, that is, the prediction
errors are larger for counties with majority-minority groups.
Values close to 1 indicate parity in error distribution between
the protected group counties and the majority White counties.
We claim that a predictive model achieves soft error parity for
agiven protected group when the AER valueis closeto 1, that
is, the mean predictive error between that protected group and
the Whiteraceis similar.

An alternative approach to assigning majority race or ethnicity
would be to explore the associations between PBL errors and
the distribution of racial and ethnic groups in a county
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(independent of COVID-19 cases, since that data are not
available). Using aquantile regression, we can explore whether
DemOpts eliminates significant associations between racial or
ethnic percentages and the PBL errors, or at |east reduces their
magnitude. This approach removes the majority race
requirement, but does not allow us to perform analyses with
well-established fairness metricsin theliterature, such as AER.
Results are provided in the Multimedia Appendix 1.

DemOpts Over State-of-the-Art

To assesswhether DemOptsisabetter debiasing approach than
state-of-the-art methods, we need to compare the error parity
metrics of the COVID-19 county case prediction model
enhanced with the DemOpts method, TFT penops, @gainst the
error parity metrics of the same prediction model enhanced with
the other debiasing approaches (individual TFTgivigua» 9roup
TFTgroup OF sufficiency TFT ggiciency), @ Well as with the
baseline COVID-19 county case prediction model without any
debiasing approach, TFT g ine Next, we describe how we carry
out this analysis for the hard and soft error parity metrics.

Hard Error Parity

We computed the hard error parity metric for each of the
COVID-19 county case prediction models, using one-way
ANOVA and the post hoc Tukey HSD test. An exploration of
the statistical significance of the mean error differencefor each
pair of racia and ethnic groups will reveal whether applying
DemOpts to the COVID-19 case prediction model produces
fewer instances of significant mean error differences than any
of the other debiasing methods or the baseline. In other words,
a decrease in the number of significantly different mean PBL
errors between races would point to an achievement of hard
error parity for more racia and ethnic groups than other
state-of -the-art debiasing approaches or the baseline.

Soft Error Parity

To assess whether DemOpts applied to a COVID-19 case
prediction model has higher soft error parity than any of the
other state-of-the-art debiasing approaches, we propose to
compare the AER values for each protected race and ethnic
group across the 5 models: TFT panopts: TF T ingividuals 1F T Groups
TFT sifficiencys aNd TFTgagine: Since AER values represent the
guotient between the normalized mean prediction errors of a
protected race or ethnicity vs White counties, the model with
AER values closer to 1 will be the approach with the highest
soft error parity. To measure AER’s distance to 1, we compute
the distance=|1-AER, | for each race and ethnic group, which
represents the distance to a perfect soft parity error of 1.
Distances closer to zero reveal better soft error parities.

Datasets

In this section, we discuss the datasets we use in the DemOpts
evaluationinthe“Results’ section. Wetrain COVID-19 county
case prediction models for the United States using COVID-19
case data, as well as mobility and demographic data. Mobility
data has been used by previous work to inform case predictions
via human mohility behaviors, under the assumption that the
way people move might have an impact on the spreading of the
epidemic. On the other hand, demographic data, either raw from
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the census or combined in different types of vulnerability
indices, has also been shown to help predict COVID-19
prevalence, given the fact that COVID-19 has heavily affected
vulnerable populations [59].

Awasthi et &

COVID-19 Case Data

We use the COVID-19 case data compiled by the NYT at the
county level [12]. We account for delayed reporting by using
the 7-day daily rolling average of COVID-19 cases (computed
as the average of its current value and 6 previous days) instead
of raw counts. Figure 3 charts the daily COVID-19 reported
cases throughout the data collection period.

Figure 3. COVID-19 reported case counts per 1000 population across the United States.
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Mobility Data Previous work has shown sampling bias in mobility datasets,

SafeGraph open-sourced the mobility patterns of smartphone
app users at the onset of the pandemic. These data points are
curated by tracking the movements of millions of
pseudonymized users via mobile app Software Development
Kits (SafeGraph). Based on the data avail able, we use the daily
origin-destination (OD) county-to-county flows[77]. OD flows
represent the volume of trips between pairs of counties across
the United States for each day. For OD flows, we only use
SafeGraph inflow (ie, mobility into the county). The inflow
mobility is measured as changes in volumes of flows with
respect to abaseline of normal behavior computed by SafeGraph
using mobility datafrom February 17, 2020, to March 7, 2020.
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revealing that not all racesand ethnicitiesare equally represented
dueto variationsin smartphone penetration rates[20,78]. It has
aso been shown that sampling bias in mobility data can
negatively impact downstream tasks such as COVID-19
forecasting [56]. While the addition of mobility data could
potentially help improve prediction accuracy and support better
decision-making, it a so introduces bias. Our empirical analysis
of DemOpts aims to understand whether the debiasing method
proposed in this paper can improve the fairness of COVID-19
county case predictive models when mobility data is used as
input to the predictive model. Figure 4 shows the aggregate
mobility data across the country. We see an initial drop in
mobility in April (2020 - 04), which corresponds to the first
lockdown period. We then observed an increase in mobility a
month later, which partially stabilizes after April.
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Figure 4. Mobility for all ethnic and racial groups.
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Race and Ethnicity Data

We retrieve the race and ethnicity data from each county in the
United States from the 2019 5-year American Community
Survey. This survey collects data annually from all 50 states,
Puerto Rico, and Washington, DC. As described in Step 1 of
the evaluation protocol, we associate each county and itserrors

Table. Mgjority label counts.
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with the majority race (ie, we label each county with the race
or ethnicity that has the highest population percentage in that
county). Following this procedure identifies 4 racial and ethnic
groupsfor themajority of counties: Asian, Black, Hispanic, and
White. Table 1 showsthe distribution of US countiesinto these
4racia and ethnic groups, and Figure 5 show color-coded maps
with the majority racial or ethnic group for each county.

Majority |abel Count, n (%)
Asian 6 (0.194)
Black 127 (4.118)
Hispanic 126 (4.085)
White 2825 (91.601)
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Figure5. Counties and majority-based label. (Mapbox and OpenStreetMap were used to create this map [79,80,81].)
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Model Training

For evaluation purposes, we use COVID-19 case and SafeGraph
mobility datafrom March 18, 2020, to November 30, 2020, for
the training (207 days) and testing (49 days) of the TFT
COVID-19 county case prediction models. The forecast task is
the prediction of the number of COVID-19 cases for a given
county from day X+1 to X+50, that is, the following 2 months
(long-term forecasting with lookahead values from 1 to 50).
Specifically, we train and test (1) the TFTgagine & TFT
prediction model without a debiasing method; (2) the
TFT ngividuas TFT Group @A TFT gffiiengy» TFT prediction models
with state-of-the-art debiasing methods; and (3) TFT pemopts @
TFT prediction model enhanced with our proposed debiasing
method. All 5 models are trained and tested for the same
temporal range, and al are implemented using the PyTorch
Forecasting library [82]. We limit the period of analysis to a
time before COV1D-19 vaccines were available, given that after
that event, research has revealed a less clear relationship
between mobility data and postvaccines COVID-19 case
volumes[83]. We use the prediction errors (PBL) per racial and
ethnic group to analyze and compare the hard and soft error
parity of all trained models.

Ethical Consider ations

We used openly available datasets for mobility data (SafeGraph),
COVID-19 casecount (NYT), and demographic data (American
Communities Survey). There was no human participant
recruitment in this study, and thus we did not require
institutional review board approval. All the datasets were
aggregated at the county level and do not pose the risk of
deanonymization.
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Results

Hard Error Parity Results

ANOVA tests of the normalized mean PBL error distributions
across racial and ethnic groups for each debiasing approach
wereall significant, pointing to adependency between race and
the normalized prediction errors.

Table 2 shows the F statistic and test significance for each of
the prediction models with and without debiasing approaches.
The significant ANOVA tests reveal that perfect hard error
parity isnot achieved by any of the debiasing methods. In other
words, for someracia and ethnic groups, there exist statistically
significant differences between their mean PBL prediction errors
of different racial and ethnic groups; this effect occurs for the
TFTgaseine Model as well as across dl the other predictive

models enhanced with a debiasing approach.

Nevertheless, post hoc Tukey HSD tests revealed interesting,
nuanced results, showing significant differencesin errors only
between specific pairs of racia and ethnic groups. Table 3 shows
the post hoc Tukey HSD test results for each COVID-19 case
predictive model: the baseline, the baseline enhanced with 1 of
the 3 state-of-the-art debiasing approaches, and the baseline
enhanced with our proposed method (DemOpts). Each row
represents the output of the post hoc test, that is, the difference
between the normalized mean PBL error of Group 1 and Group
2 (NormPBL g up1 - NOrmPBL g q00)- If the difference is
positive, it means that the normalized mean predictive error is
higher for Group 1; if the differenceis negative, the normalized
PBL error is higher for Group 2 (superscript b indicates
statistically significant differences).

Thefirst relevant observation when examining the tableis that
the baseline model, focused on predicting COVID-19 county
cases with no debiasing approach is highly biased, with
gatistically significant differences between the mean normalized
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errors across al pairs of races, except for the comparison
between Asian and Black countiesaswell asHispanic and White
counties, for which thereisno statistically significant difference.
These results reveal that there is no racia or ethnic group that

Table. ANOVA F test statistics comparing mean prediction errors.
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achieves hard error parity and motivate our exploration of
whether state-of-the-art debiasing methods or our proposed
DemOpts can improve the hard error parity results of the
baseline model.

Fairness method F statistic (dif)
Baseline 1195.398% (3080)
Group 1455.5282 (3080)
Individual 1469.698% (3080)
Sufficiency 1195.6512 (3080)
DemOpts’ 668.7697 (3080)
3p<,001.

bDemOpts: Demographic Optimization.

Table . Hard error parity analysis. Each value represents the difference between the mean normalized pinball loss for each pair of racial and ethnic

groups and indicates whether the differenceis statistically significant.

Groups1and 2 Baseline Group Individual Sufficiency DemOpts?
Asian
Black -0.11 -0.20 -0.12 -0.11 132
Hispanic -2.30° -2.65" -2.50° -2.29° -0.77°
White -2.06° -251° -251° -2.06° -0.96°
Black
Hispanic -2.18° -2.45" -2.38" -217° -2.09°
White -1.94° -2.31° -2.39° -1.94° -2.29°
Hispanic
White 0.23 0.14 -0.01 0.23 -0.19

3DemOpts: Demographic Optimization.
bp< 001.

®These values denote no significant difference between the prediction errors of Asian and White counties and of Asian and Hispanic counties.

When examining Table 3, we can observe that predictive models
enhanced with the individual, group, or sufficiency debiasing
methods do not improve the hard error parity over the baseline.
On the one hand, similarly to the baseline model, the
state-of -the-art debiasing methods (TFT ngividuas TFT Group @0d
TFT sificiency) @chieve hard error parity between Asian and Black
counties and between Hispanic and White counties, that is, the
mean error difference between these countiesis not significant,
pointing to afair distribution of errors. On the other hand, for
each pair of racia and ethnic groups whose prediction error
distributions are significantly different for the baseline (rows
with asterisksin the Baseline column), they remain significantly
different for the individual, group, and sufficiency debiasing
methods (rows with superscript b in the individual, group, and
sufficiency columns).

When examining the significant mean PBL differences between
racial and ethnic groups for the baseline and the state of the art
debiasing models, we observe that all coefficients have similar
values, signaling similar significant mean PBL differences

https://ojphi.jmir.org/2026/1/€78235

between racial and ethnic groups (with values between 1.942
and 2.659 error cases per 1000 population). The sign of the
coefficients reveals higher mean PBL errors for Hispanic and
White counties when compared to Asian or Black counties, and
higher mean PBL errors for White counties when compared to
Hispanic counties across all models. For example, Hispanic and
White counties have mean prediction errors 2.302 and 2.064
cases higher, respectively, when compared to Asian counties
and while using the baseline model; and Hispanic and White
counties have errors 2.457 and 2.313 cases higher, respectively,
when compared to Black counties using the baseline model
enhanced with the Group debiasing approach.

Moving on to DemOpts, the table shows that our proposed
approach is the only debiasing method that achieves hard error
parity in more cases than the baseline, effectively removing
some of the associations between race and ethnicity and the
normalized mean error distribution (PBL). Specificaly,
DemOpts removes the significant difference between the
prediction errors of Asian and White counties and of Asian and
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Hispanic counties (refer to valueswith supercript cin Table 3),
effectively achieving hard error parity for Asian counties, that
is, themean PBL in Asian countiesisalways similar to the mean
error in counties of all the other racial and ethnic groups. These
improvements occur additionally to hard error parity already
seen in TFT gaine (hard error parity between Asian and Black
counties and between Hispanic and White counties), which are
also present in the other 3 debiasing methods. In other words,
DemOptsimprovesthe hard error parity of case predictionsfor
2 additional racial and ethnic pairs compared with any of the
other debiasing methods.

Finally, when looking specifically at the hard error parity
between protected (Asian, Black, and Hispanic) and unprotected
groups (White), DemOpts achieves hard error parity for Asian
and Hispanic groups; that is, their mean prediction errors are
not significantly different from those of White counties, while
the baseline and the other 3 debiasing methods only achieve
hard error parity for the Hispanic group when compared to
White counties. These findings with respect to White counties
motivate the evaluation of the soft error parity of the different
models to determine, for example, whether DemOpts achieves
the best soft error parity for the Black group (since hard error

Awasthi et &

parity was not achieved), or to see if DemOpts has better soft
error parity than other debiasing methodsfor Asian or Hispanic
groups. Next, we explorethe soft error parity metric for the TFT
baseline and for al TFT models enhanced with debiasing
approaches.

Soft Error Parity Results

Table 4 shows the distance to the perfect soft error parity for
each of the debiasing approaches across all protected racial and
ethnic groups. As we can observe, DemOpts has the smallest
values—closest distancesto perfect soft error parity—for Asian
and Black counties, while the individual debiasing method
amost achieves perfect soft error parity for the Hispanic
counties. In other words, DemOpts is the debiasing approach
that produces the most similar errors between Asian and White
counties and between Black and White counties, thereby
achieving the largest reduction in predictive bias. On the other
hand, the Individual debiasing method achieves errors for
Hispanic counties that are closest to the White group. In
addition, it is important to highlight that the Group and
Sufficiency debiasing methods achieve soft error parities that
are close to the TFT g ine Which is not enhanced with any

debiasing method.

Table. Soft error parity analysis. Each value represents the distance (|1-AER;acel) for each protected group and debiasing method. TFTpemopts achieves

the highest soft error parity for 2 of the 3 protected races under study.

Group Baseline Group Individual Sufficiency DemOpts?
Asian 0.811 0.842 0.850 0.811 0.454°
Black 0.764 0.774 0.807 0.764 0.681°
Hispanic 0.093 0.048 0.003° 0.093 0.12

@emOpts: Demographic Optimization.
bSmallest error parity for the particular group

Overall, these results reveal that DemOpts is the debiasing
approach that improves the soft error parity of case prediction
models, with errors for Asian and Black counties being the
closest to errors in White counties. When accounting for
additional factors, DemOpts outperforms the other methods by
reducing the racial associations of model error.

In Table S1 in Multimedia Appendix 1, we provide and discuss
theresultsfor the quantile regression analysisin detail. Overall,
the results confirm our findings with majority race labels, with
DemOpts consistently outperforming other methods, showing
the smallest coefficient magnitude for associations between the
percentage of Asian, Black, and Hispanic popul ations and model
error.

Discussion

Principal Findings

Through our comparison of model performancefor COVID-19
case prediction across counties of differing racial demographics,
we showed that DemOpts outperforms other baselines for
debiasing predictions. In our analysis of hard error parity, we
found that DemOptswasthe only debiasing method to eliminate
statistically significant relationships between prediction error

https://ojphi.jmir.org/2026/1/€78235

and racial demographics when compared with the baseline.
While some significant associations remained, DemOpts
achieved hard error parity for Asian vs White countiesand Asian
vs Hispanic counties. In the soft error parity analysis, DemOps
substantially outperformed the baselines for Asian and Black
counties, with a 69.4% reduction and 23% reduction,
respectively, compared with the next closest method.

Why is DemOpts Better ?

Theresults showed that DemOptsisthe only debiasing approach
to achieve both hard and soft error parity for all 3 racial minority
groups when compared with White counties.

In an attempt to understand why DemOpts succeeds in
increasing both hard and soft error parity in the context of
COVID-19 county case predictions, and compared with other
debiasing methods, we computed the average PBL for each
racial and ethnic group and for each predictive model enhanced,
or not, with adebiasing method (refer to Table 5). We observed
that DemOpts achieves better hard and soft error parity metrics
becauseit considerably increasesthe errorsfor Asian and Black
counties with respect to the baseline, until the differences with
Hispanic and White are made not statistically significant (hard
error parity) or closer to the White mean errors (soft error
parity). Comparing Tables 4 and 5, we observed that DemOpts
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achieves considerably higher fairness for the Hispanic group
(when compared to White) than for the Asian and Black groups
(0.12 vs 0.454 and 0.681 in Table 4). As aresult, the average
PBL error for the Hispanic group (3.59 in Table 5) is
considerably higher than the Asian and Black racial groups (1.7
and 1, respectively). We hypothesize that the differences in
average errors and performance acrossracial and ethnic groups

Awasthi et &

could be due to differences in the bias present in the training
data, that is, mobility data or COVID-19 case counts could be
more biased for Asian or Black groups, thus making it harder
to achieve fair predictions when compared to White, and, in
turn, due to the fairness-accuracy trade-off, making them more
accurate (lower errors).

Table. Group-wise pinball loss for each model. Demographic Optimization (DemOpts) has higher average pinball loss compared to the other models.
The fairness-accuracy tradeoff leads to slightly larger pinball loss values for DemOpts compared to other methods.

Group Baseline Group Individual Sufficiency DemOpts?
Asian 0.482 0.472 0.444 0.479 1.741
Black 0.600 0.674 0.570 0.598 1.015
Hispanic 2.784 3131 2951 2.776 3.597
White 2.546 2.987 2.961 2.540 3.192

3DemOpts: Demographic Optimization.

These results show that DemOpts optimization could not
decrease prediction errors while trying to improve fairness,
showing a fairness-accuracy trade-off that has been reported
previously in the literature [84]. To further clarify this finding,
Figure 6 shows both the average PBL and soft parity across all

the models considered in this paper. As shown, DemOpts has
the lowest soft error parity, but the highest PBL (top-left corner
in the plot), while the other models decrease the PBL by
sacrificing fairness (higher error parity in the bottom-right
corner).

Figure 6. Fairness-accuracy tradeoff. Model error (average pinball loss) vs average soft error parity (|1-AER]) for each model.
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Limitations

While DemOpts outperforms other state-of-the-art approaches
in debiasing COVID-19 predictions, there are some limitations
to DemOpts and our evaluation. First, DemOpts is unable to
remove all statistical associations for the hard parity analysis,
potentially because doing so would impose further reductions
inmodel performance. For the soft parity analysis, theindividual
fairness approach is best for Hispanic counties, but the
difference in parity levels is small. Regarding evaluation, our
focus is exclusvely on COVID-19 county case
prediction—while evaluation on other datasets and prediction
tasks would be helpful for future work, our current evaluation
provides sufficient evidence to show its applicability to other
contexts. In addition, we compare DemOpts to baselines only
on error parity metrics. Other fairness metrics may apply to the
COVID-19 context and should be evaluated in future work, but
we focus on error parity because DemOpts is specifically
designed to mitigateit. Finally, we only compare DemOptsand
baseline debiasing approacheswithin TFT models—future work
should compare with other commonly used models for
COVID-19 case prediction.

Regardless, our novel debiasing approach shows that hard and
soft error parity across protected and unprotected racial and
ethnic groups can improve relative to other state-of-the-art
approaches.

Funding
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Finaly, it is important to clarify that although in this paper,
DemOpts focuses on bias mitigation in COV1D-19 forecasting,
it could also be applied to other health forecasting tasks where
sampling biasin data collection can lead to biasin downstream
tasks, for example, forecasting flu cases. These forecasts, when
done at the county level and when using mobility datato model
human spread, could benefit from the DemOpts method by
reducing the effect of mobility bias or case count bias on other
infectious diseases.

Conclusion

Researchers have worked tirelessly on the creation of accurate
COVID-19 case prediction model sto support resource allocation
and decision-making. However, sampling and underreporting
biases in the data used to train these models have resulted in
worse prediction performance for certain protected attributes,
pointing to alack of COVID-19 predictive fairness that could
affect decision-making. In this paper, we show that
state-of-the-art architectures in COVID-19 case predictions
(TFT models) incur unfair prediction error distributions, and
we design a novel debiasing approach and evaluation method
to increase the fairness of predictions in the context of
COVID-19 county case forecasts. DemOpts modifies the loss
function in deep learning models to reduce the dependencies
between error distributions and racial and ethnic labels. Our
results show that DemOpts improves both the hard and soft
error parity of COVID-19 county case predictions when
compared with state-of-the-art debiasing methods.
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